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1 Banach’s fixed point theorem

Definition 1.1. Let (X, d) be a metric space. A map F : X → X is called a contraction if there
exists α ∈ [0, 1) such that:

d(F (x), F (y)) ≤ αd(x, y), ∀x, y ∈ X. (1.1)

A point x ∈ X is a fixed point for F if F (x) = x.

Theorem 1.2. Let (X, d) be a complete metric space and F : X → X a contraction. Then F has
a unique fixed point.

Proof. Vi start by showing uniqueness. Assume that there exist a, b ∈ X such that F (a) = a and
F (b) = b. Then (1.1) implies that

0 ≤ d(a, b) = d(F (a), F (b)) ≤ αd(a, b), (1− α)d(a, b) ≤ 0,

i.e. d(a, b) = 0 and a = b.
Now let us construct such a fixed point. Consider the sequence {yn}n≥1 ⊂ X, where y1 is

arbitrary and yn := F (yn−1) for every n ≥ 2. We will show two things:
(i). The sequence is Cauchy in X, thus convergent to a limit y∞ because we assumed X to be

complete;
(ii). y∞ is a fixed point for F .
Let us start with (i). For every ε > 0 we will construct N(ε) > 0 such that for all p ≥ q ≥ N(ε)

we have d(yq, yp) < ε. In other words:

d(yq, yq+k) < ε, ∀k ≥ 0, ∀q ≥ N(ε). (1.2)

If k ≥ 1, the triangle inequality implies:

d(yq, yq+k) ≤ d(yq, yq+1) + d(yq+1, yq+k)

≤ d(yq, yq+1) + d(yq+1, yq+2) + d(yq+2, yq+k)

≤
k−1∑
i=0

d(yq+i, yq+i+1). (1.3)

For every n ≥ 1 we have:

d(yn, yn+1) = d(F (yn−1), F (yn)) ≤ αd(yn−1, yn) ≤ · · · ≤ αn−1d(y1, y2), ∀n ≥ 1.

Thus d(yq+i, yq+i+1) ≤ αq+i−1d(y1, y2) for all q ≥ 1 and i ≥ 0. Together with (1.3), this implies:

d(yq, yq+k) ≤ αq−1d(y1, y2)(1 + · · ·+ αk−1) ≤ αq−1

1− α
d(y1, y2), ∀k ≥ 1.

Because α < 1, then limq→∞ αq = 0 and (1.2) follows. We conclude that there exists y∞ ∈ X
such that

lim
n→∞

d(yn, y∞) = 0. (1.4)

Now we prove (ii). For every n ≥ 1 we have:

d(F (y∞), y∞) ≤ d(F (y∞), F (yn)) + d(F (yn), y∞).

But d(F (y∞), F (yn)) ≤ αd(y∞, yn)→ 0 and d(F (yn), y∞) = d(yn+1, y∞)→ 0 when n→∞, thus
d(F (y∞), y∞) = 0 and F (y∞) = y∞.

1These notes are strongly inspired by the books Principles of Mathematical Analysis by Walter Rudin and
Topology from the Differentiable Viewpoint by John Milnor.
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2 Local existence and uniqueness for first order ODE’s

We start with some general facts about functional spaces.

2.1 Spaces of bounded/continuous functions

Proposition 2.1. Let (A, d) be a metric space, (Y, || · ||) a normed space, and H an arbitrary
non-empty subset of A. We define

B(H;Y ) := {f : H → Y : sup
x∈H
||f(x)|| <∞}.

Define the map || · ||∞ : B(H;Y )→ R+, ||f ||∞ := supx∈H ||f(x)||. Then the space (B(H;Y ), || ·
||∞) is a normed space, and the map d∞(f, g) := ||f − g||∞ defines a metric.

Proof. Clearly, ||f ||∞ = 0 if and only if f(x) = 0 for all x ∈ H. Moreover,

||λf ||∞ = sup
x∈H
||λf(x)|| = |λ| sup

x∈H
||f(x)|| = |λ| ||f ||∞.

Finally, let us prove the triangle inequality. Take f, g ∈ B(H;Y ); then for every x ∈ H we
apply the triangle inequality in (Y, || · ||):

||f(x) + g(x)|| ≤ ||f(x)||+ ||g(x)|| ≤ ||f ||∞ + ||g||∞.

Thus ||f ||∞ + ||g||∞ is an upper bound for the set {||f(x) + g(x)|| : x ∈ H}, hence

sup
x∈H
||f(x) + g(x)|| = ||f + g||∞ ≤ ||f ||∞ + ||g||∞.

Note that d∞(f, g) := ||f − g||∞ is the metric induced by the norm.

Proposition 2.2. Denote by C(H;Y ) the subset of B(H;Y ) where the functions are also contin-
uous. Assume that (Y, || · ||) is a Banach space (a complete normed space). Then (C(H;Y ), || · ||∞)
is a Banach space, too.

Proof. We need to prove that every Cauchy sequence is convergent. Assume that {fn}n≥1 ⊂
C(H;Y ) is Cauchy, i.e. for every ε > 0 one can find NC(ε) > 0 such that ||fp − fq||∞ < ε if
p, q > NC(ε). We have to show that the sequence has a limit f which belongs to C(H;Y ).

We first construct f . For every x0 ∈ H we consider the sequence {fn(x0)}n≥1 ⊂ Y . Note
the difference between {fn(x0)}n≥1 (a sequence of vectors from Y ) and {fn}n≥1 (a sequence
of functions from C(H;Y )). It is easy to see that {fn(x0)}n≥1 is Cauchy in Y (exercise), and
because Y is complete, then {fn(x0)}n≥1 has a limit in Y . We denote it with f(x0). Moreover,
since {fn}n≥1 is Cauchy it must be bounded, i.e. ||fn||∞ ≤M <∞ for all n ≥ 1. Thus we have:

||f(x)|| = lim
n→∞

||fn(x)|| ≤M, ∀x ∈ H,

therefore ||f ||∞ <∞.
Second, we prove the ”uniform convergence” part, or the convergence in the norm || · ||∞. More

precisely, it means that for every ε > 0 we must construct N1(ε) > 0 so that:

sup
x∈H
||f(x)− fn(x)|| < ε whenever n > N1(ε). (2.1)

In order to do that, take an arbitrary point x ∈ H. For every p, n ≥ 1 we have

||f(x)− fn(x)|| ≤ ||f(x)− fp(x)||+ ||fp(x)− fn(x)||
≤ ||f(x)− fp(x)||+ ||fp − fn||∞. (2.2)
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If we choose n, p > NC(ε/2), then we have ||fp − fn||∞ < ε/2 and

||f(x)− fn(x)|| ≤ ||f(x)− fp(x)||+ ε/2, n, p > NC(ε/2).

But the above left hand side does not depend on p, thus if we take p→∞ on the right hand side,
we get:

||f(x)− fn(x)|| ≤ ε/2 < ε, n > NC(ε/2). (2.3)

Note that this inequality holds true for every x. This means that ε/2 is an upper bound for the
set {||f(x)− fn(x)|| : x ∈ H}, hence (2.1) holds true with N1(ε) = NC(ε/2).

Third, we must prove that f is a continuous function on H. Fix some point a ∈ H. Choose
ε > 0. Since limn→∞ fn(a) = f(a), we can find N2(ε, a) > 0 such that ||fn(a)−f(a)|| < ε whenever
n > N2. We define n1 := max{N1(ε/3), N2(ε/3, a)}. Because fn1 is continuous at a, we can find
δ(ε, a) > 0 so that for every x ∈ H with d(x, a) < δ we have ||fn1

(x) − fn1
(a)|| < ε/3. Thus if

x ∈ H with d(x, a) < δ we have:

||f(x)− f(a)|| ≤ ||f(x)− fn1
(x)||+ ||fn1

(x)− fn1
(a)||+ ||fn1

(a)− f(a)||
< 2||f − fn1

||∞ + ||fn1
(x)− fn1

(a)|| < ε. (2.4)

Since a is arbitrary, we can conclude that f is continuous on H, thus belongs to C(H;Y ). Therefore
we can rewrite (2.1) as:

||f − fn||∞ < ε whenever n > N1(ε), (2.5)

and the proof is over.

Remark 2.3. The ”ordinary” convergence in the functional space (C(H;Y ), || · ||∞) (given in
(2.5)) is nothing but the uniform convergence of a sequence of functions defined on the set H (see
(2.1)). One can find more details in Wade, exercise 10.6.6 in Chapter 10.6 (page 376).

2.2 The main theorem

Let U be an open set in Rd, d ≥ 1, and I ⊂ R an open interval. Assume that there exist y0 ∈ U
and r0, δ0 > 0 such that Br0(y0) ⊂ U and [t0 − δ0, t0 + δ0] ⊂ I.

We consider a continuous function f : I × U → Rd for which there exists L > 0 such that

‖f(t,x)− f(t,y)‖ ≤ L‖x− y‖, ∀t ∈ [t0 − δ0, t0 + δ0], ∀x,y ∈ Br0(y0). (2.6)

We define the compact set H0 := [t0 − δ0, t0 + δ0] × Br0(y0) ⊂ Rn+1. Because f is continuous,
the set f(H0) is also compact (see Theorem 10.61 in Wade), hence bounded. Thus we can find
M <∞ such that

sup
(t,x)∈H0

‖f(t,x)‖ =: M <∞. (2.7)

Consider the initial value problem:

y′(t) = f(t,y), y(t0) = y0. (2.8)

Theorem 2.4. Define
δ1 := min{δ0, r0/M, 1/L}.

Then the equation (2.8) has a unique solution for t ∈]t0 − δ1, t0 + δ1[.

Proof. Take some 0 < δ < δ1 and define the compact interval K := [t0 − δ, t0 + δ] ⊂ R. Then
any continuous function φ : K → Rd is automatically bounded, and since the Euclidian space
Y = Rd is a Banach space, we can conclude from Proposition 2.2 that the space (C(K;Rd), d∞)
of continuous functions defined on the compact K with values in Rd is a complete metric space.

Define
X := {g ∈ C(K;Rd) : g(t) ∈ Br0(y0), ∀t ∈ K}. (2.9)
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Lemma 2.5. The metric space (X, d∞) is complete.

Proof. Consider a Cauchy sequence {fn}n≥1 ⊂ X. Because (C(K;Rd), d∞) is complete, we can
find f∞ ∈ C(H;Rd) such that limn→∞ d∞(fn, f∞) = 0. Thus for every t ∈ H we have

f∞(t) = lim
n→∞

fn(t), lim
n→∞

‖fn(t)− f∞(t)‖ = 0.

Since by assumption ‖fn(t)− y0‖ ≤ r0 for all t and n, we have

‖f∞(t)− y0‖ = lim
n→∞

‖fn(t)− y0‖ ≤ r0, ∀t ∈ K,

which implies that f∞ ∈ X.

Lemma 2.6. Define the map F : X → C(K;Rd)

[F (g)](t) := y0 +

∫ t

t0

f(s, g(s))ds, ∀t ∈ K,

where f is given in (2.6). Then:
(i). The range of F belongs to X;
(ii). F : X → X is a contraction.

Proof. (i). Because g(s) ∈ Br0(y0) for all s ∈ K, we have that (s, g(s)) ∈ H0 for all s ∈ K. Thus
(see (2.7)) sups∈K ‖f(s, g(s))‖ ≤M and

‖[F (g)](t)− y0‖ ≤
∥∥∥∥∫ t

t0

f(s, g(s))ds

∥∥∥∥ ≤Mδ < r0, ∀t ∈ K,

which means that [F (g)](t) ∈ Br0(y0) for all t ∈ K.
(ii). Consider two functions g, h ∈ X. We have

d∞(F (g), F (h)) = sup
t∈K
‖[F (g)](t)− [F (h)](t)‖.

But the Lipschitz condition from (2.6) implies:

|F (g)](t)− [F (h)](t)| =
∣∣∣∣∫ t

t0

[f(s, g(s))− f(s, h(s))]ds

∣∣∣∣ ≤ (δ L) sup
s∈K
||g(s)− h(s)||

≤ (δ L)d∞(g, h), ∀t ∈ K. (2.10)

It means that d∞(F (g), F (h)) ≤ (δ L)d∞(g, h) for all g, h ∈ X, and remember that δL < 1. Thus
F is a contraction.
Finishing the proof of Theorem 2.4. Vi have seen that F is a contraction on X. Then

Theorem 1.2 implies that there exists a continuous function y : K → Br0(y0) such that

y(t) = [F (y)](t) = y0 +

∫ t

t0

f(s,y(s))ds, t ∈ [t0 − δ, t0 + δ].

It means that y is differentiable for t ∈]t0 − δ, t0 + δ[ and (2.8) is satisfied.

Remark 2.7. Choose 0 < δ < δ1. Define the sequence of functions yk : [t0 − δ, t0 + δ] → Rd,
k ≥ 1, where y1(t) = y0 and

yk+1(t) = y0 +

∫ t

t0

f(s,yk(s))ds, k ≥ 1.

We see that yk+1 = F (yk), where F is given by Lemma 2.6. A direct use of Lemma 2.6 (ii) implies
that {yk}k≥1 converges uniformly on the interval [t0− δ, t0 + δ] towards a continuous function y∞
which obeys the fixed point equation

y∞(t) = y0 +

∫ t

t0

f(s,y∞(s))ds,

thus solving (2.8). This is Picard’s iteration method.
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3 The inverse function theorem

In this section we only work with the Euclidian space Rd, whose norm is defined by ||x|| =√∑d
j=1 |xj |2.

Lemma 3.1. Let A be a d× d matrix with real components {ajk}. Define the quantity ||A||HS :=√∑d
j=1

∑d
k=1 |ajk|2. Then

||Ax|| ≤ ||A||HS ||x||, ∀x ∈ Rd. (3.1)

Proof. From the Cauchy-Schwarz inequality we have:

|(Ax)j |2 =

(
d∑
k=1

ajkxk

)2

≤
d∑

m=1

|ajm|2
d∑

n=1

|xn|2 =

d∑
m=1

|ajm|2||x||2,

and the lemma follows after summation with respect to j.

Lemma 3.2. Let K := Bδ(x0) = {y ∈ Rd : ||y−x0|| ≤ δ} be a closed ball in Rd. Let φ : Rd 7→ R
be a C1(K) map (which means that ∂jφ exist for all j and are continuous functions on K). Denote
by ||∂jφ||∞ = supx∈K |∂jφ(x)| <∞. Then for every u,w ∈ K we have:

|φ(u)− φ(w)| ≤

√√√√ d∑
j=1

||∂jφ||2∞ ||u−w||. (3.2)

Proof. Define the real valued map f(t) = φ((1− t)w + tu), 0 ≤ t ≤ 1. Applying the chain rule we
obtain:

f ′(t) =

d∑
j=1

(uj − wj)(∂jφ)((1− t)w + tu),

thus the Cauchy-Schwarz inequality implies:

|f ′(t)| ≤

√√√√ d∑
j=1

|∂jφ)((1− t)w + tu)|2 ||u−w|| ≤

√√√√ d∑
j=1

||∂jφ||2∞ ||u−w||, ∀0 < t < 1.

Since φ(u)− φ(w) = f(1)− f(0) =
∫ 1

0
f ′(t)dt, we obtain:

|φ(u)− φ(w)| ≤
∫ 1

0

|f ′(t)|dt ≤

√√√√ d∑
j=1

||∂jφ||2∞ ||u−w||

which proves (3.2).

Lemma 3.3. Let K be as above. Let f : Rd 7→ Rd a vector valued map which is C1(K) (which
means that ∂jfk exist and are continuous functions on K). Define

||∆f ||∞,K :=

√√√√ d∑
k=1

d∑
j=1

||∂jfk||2∞.

Then we have:
||f(u)− f(w)|| ≤ ||∆f ||∞,K ||u−w||, ∀u,w ∈ K. (3.3)
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Proof. Use (3.2) with φ replaced by fk. We have:

|fk(u)− fk(w)|2 ≤
d∑
j=1

||∂jfk||2∞||u−w||2

and then sum over k.

Lemma 3.4. Using the above notation, define g(x) = f(x) − [Df(x0)]x, where [Df(x0)] is the
Jacobi matrix with elements [Df(x0)]kj = (∂jfk)(x0). Then for every β > 0 there exists a δβ > 0
such that for every 0 < δ < δβ we have:

||g(u)− g(w)|| ≤ β||u−w||, ∀u,w ∈ K. (3.4)

Proof. A straightforward computation gives ∂jgk(x) = ∂jfk(x) − ∂jfk(x0). Thus ||∂jgk||∞ can
be made arbitrarily small when δ gets smaller, because f has continuous partial derivatives. It
follows that ||∆g||∞,K ≤ β whenever δ gets smaller than some small enough δβ , and then we can
use (3.3) with g instead of f .

Lemma 3.5. Let a ∈ Rd and let U ⊂ Rd be an open set with a ∈ U . Let f be a C1(U) vector
valued function, such that [Df(a)] is an invertible matrix. Then there exists r > 0 small enough
such that the restriction of f to Br(a) is injective.

Proof. Assume the contrary: for every r > 0 we can find two different points xr 6= yr in Br(a)
such that f(xr) = f(yr). Define g(x) = f(x)− [Df(a)]x on Br(a). Then we have g(xr)− g(yr) =
[Df(a)](yr − xr) or:

yr − xr = [Df(a)]−1(g(xr)− g(yr)), ∀r > 0.

Now using (3.1) we have:

||yr − xr|| = ||[Df(a)]−1||HS ||g(xr)− g(yr)||, ∀r > 0.

Choosing β = 1
1+||[Df(a)]−1||HS

, then (3.4) claims that there exists some rβ > 0 sufficiently small

such that for every r ≤ rβ we have ||g(xr)− g(yr)|| ≤ β||yr − xr||. It follows that:

||yr − xr|| ≤
||[Df(a)]−1||HS

1 + ||[Df(a)]−1||HS
||yr − xr|| < ||yr − xr||, ∀0 < r < rβ ,

which contradicts the assumption ||yr − xr|| 6= 0.

Lemma 3.6. Let f be as in Lemma 3.5, and consider the injective restriction of f to Br(a). Then
by eventually making r even smaller we have that the Jacobi matrix [Df(x)] is invertible for every
x ∈ Br(a).

Proof. The matrix [Df(x)] is invertible if and only if its determinant det[Df(x)] 6= 0. But the
determinant is a continuous function of x since f is C1. Because [Df(a)] is invertible, it follows that
|det[Df(a)]| > 0. Being continuous at a, the determinant has the property that |det[Df(x)]| ≥
|det[Df(a)]|/2 > 0 on a small ball around a. Thus [Df(x)] is invertible there.

6



Theorem 3.7. Let f be C1 on an open set containing a ∈ Rd, such that [Df(a)] is invertible.
Then there exists r > 0 small enough such that the restriction of f to Br(a) is injective, and
[Df(x)] is invertible for every x ∈ Br(a). Moreover, if V := f(Br(a)), the following facts hold
true:

(i). The set V is open in Rd;
(ii). The inverse f−1 : V 7→ Br(a) is a C1(V ) function, and we have:

[Df−1(y)] = [Df(f−1(y))]−1.

Proof. The ball Br(a) has already been constructed in Lemma 3.6, hence we only need to prove
(i) and (ii).

We start with (i). Assume that y0 ∈ V , thus equal to f(x0) for some x0 ∈ Br(a). We will
show that y0 is an interior point of V . This means that we must show the existence of a small
ball Bε(y0) which is completely contained in V . In other words, we have to prove that there exists
a sufficiently small ε > 0 such that for every y ∈ Rd with ||y − y0|| < ε we can find a point
xy ∈ Br(a) such that f(xy) = y ∈ V , hence Bε(y0) ⊂ V .

So the main question we need to answer is the solvability of the equation f(x) = y. This
equation is equivalent with:

0 = f(x)− y = f(x)− f(x0)− [Df(x0)](x− x0) + [Df(x0)](x− x0) + y0 − y.

Denote by g(x) = f(x)− [Df(x0)]x. Then we have the equivalence between 0 = f(x)− y and the
equation

g(x)− g(x0) + [Df(x0)](x− x0) + y0 − y = 0.

Since [Df(x0)] is invertible, we can isolate x and write another equivalent equation:

x = x0 + [Df(x0)]−1(y − y0)− [Df(x0)]−1(g(x)− g(x0)).

This looks like a fixed point equation. Indeed, let us denote by

Fy(x) := x0 + [Df(x0)]−1(y − y0)− [Df(x0)]−1(g(x)− g(x0)). (3.5)

It follows that if we can find a fixed point for Fy, it will also solve the equation f(x) = y.
We note first that using (3.1) we have:

||Fy(x)− x0|| ≤ ||[Df(x0)]−1||HS(||y − y0||+ ||g(x)− g(x0)||). (3.6)

Choosing β = β1 = 1
3(1+||[Df(x0)]−1||HS)

in (3.4), it follows that there exists a δ1 > 0 small enough,

in any case smaller than r − ||x0 − a||, such that for every δ < δ1 and ||x − x0|| < δ, we have
||g(x)− g(x0)|| ≤ β1||x− x0||, thus:

||Fy(x)− x0|| ≤ ||[Df(x0)]−1||HS||y − y0||+
δ

3
, ∀x ∈ Bδ(x0) ⊂ Br(a). (3.7)

In particular, if

||y − y0|| <
δ

3(1 + ||[Df(x0)]−1||HS)
=: εδ (3.8)

then (3.7) states that

||Fy(x)− x0|| ≤
2δ

3
≤ δ, ∀x ∈ Bδ(x0) ⊂ Br(a). (3.9)

This proves that if δ is smaller than some critical value δ1 and ||y − y0|| < εδ, then the map Fy

invariates any closed ball K := Bδ(x0) , i.e. Fy(K) ⊂ K.
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Now we want to show that choosing δ even smaller, the map Fy becomes a contraction. Indeed,
from its definition in (3.5) we have:

Fy(u)− Fy(w) = −[Df(x0)]−1(g(u)− g(w)),

or
||Fy(u)− Fy(w)|| ≤ ||[Df(x0)]−1||HS ||g(u)− g(w)||, ∀u,w ∈ Bδ(x0).

Use again (3.4) with β = 1
2(1+||[Df(x0)]−1||HS)

: we obtain some δ2 < δ1 such that Fy(Bδ2(x0)) ⊂
Bδ2(x0) and

||Fy(u)− Fy(w)|| ≤ 1

2
||u−w||, ∀u,w ∈ Bδ2(x0).

Banach’s fixed point theorem states that there exists a unique solution xy ∈ Bδ2(x0) which solves
the equation Fy(x) = x. Going back to (3.9) we conclude that if ||y − f(x0)|| < εδ2 , then there

exists a solution xy ∈ Bδ2(x0) which solves the equation f(xy) = y. Since f is injective on its
domain, this solution is also unique. Moreover, Bεδ2 (y0) ⊂ V . Since y0 was arbitrary, V is open.

Let us now prove (ii). For any y ∈ V we constructed xy = f−1(y) which solves f(xy) = y and
Fy(xy) = xy. The fixed point equation rewrites as:

xy − x0 = [Df(x0)]−1(y − y0)− [Df(x0)]−1(g(xy)− g(x0)). (3.10)

We know that as soon as ||y − y0|| < εδ2 , the point xy belongs to the ball around x0 where
||g(xy)− g(x0)|| ≤ 1

2(1+||[Df(x0)]−1||HS)
||xy − x0||. Using this in (3.10) we get:

||xy − x0|| ≤ ||[Df(x0)]−1||HS ||y − y0||+
1

2
||xy − x0||,

or ||xy − x0|| ≤ 2||[Df(x0)]−1||HS ||y − y0|| for ||y − y0|| smaller than some critical value εδ2 . In
other words, it means that

lim
y→y0

f−1(y) = f−1(y0), ||f−1(y)− f−1(y0)|| ≤ C||y − y0||,

which shows that f−1 is continuous on V . Moreover, (3.4) and the above estimate show that

lim
y→y0

||g(xy)− g(x0)||
||y − y0||

= 0.

Finally, we conclude from (3.10) that

lim
y→y0

||f−1(y)− f−1(y0)− [Df(x0)]−1(y − y0)||
||y − y0||

= 0

which shows that [Df−1(y0)] = [Df(x0)]−1 for every pair f(x0) = y0, and we are done.

4 The implicit function theorem

In this section d = m + n with 1 ≤ m,n < d. A vector x ∈ Rd can be uniquely decomposed as
x = [u,w] with u ∈ Rm and w ∈ Rn.

Lemma 4.1. Assume that D is a d× d matrix which has the following triangular form:

D =

[
A B

0n×m In×n

]
,

where A is an m ×m matrix and B is an arbitrary n ×m matrix. Then D is invertible if and
only if A is invertible and

D−1 =

[
A−1 −A−1B
0n×m In×n

]
. (4.1)
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Proof. We check by direct computation that DD−1 = D−1D = Id×d.

Lemma 4.2. Let U ∈ Rd be an open set and h : U 7→ Rm be a C1(U ;Rm) function. Denote
by [Duh](x) the partial m ×m Jacobi matrix when w is kept fixed, and by [Dwh](x) the partial
m × n Jacobi matrix when u is kept fixed. Define the function f : U 7→ Rd by the formula
f([u,w]) = [h([u,w]),w]. Then f ∈ C1(U ;Rd) and

[Df ](x) =

[
[Duh](x) [Dwh](x)

0n×m In×n

]
. (4.2)

Proof. Direct computation.

We can now formulate the implicit function theorem.

Theorem 4.3. Let U ∈ Rd be an open set and h : U 7→ Rm be a C1(U ;Rm) function. Assume
that there exists a point a = [ua,wa] ∈ U such that h(a) = 0 and the m × m partial Jacobi
matrix [Duh](a) is invertible. Then there exists an open set E ⊂ Rn containing wa, and a map
g : E 7→ Rm in C1(E;Rm), such that g(wa) = ua and h([g(w),w]) = 0 for all w ∈ E. Moreover,
[Duh]([g(w),w]) is invertible for all w ∈ E and

[Dg](w) = −[Duh]−1([g(w),w]) [Dwh]([g(w),w]). (4.3)

Proof. As in Lemma 4.2 we define f([u,w]) = [h([u,w]),w]) on U . From Lemma 4.1 and (4.2)
we conclude that [Df ](a) is invertible. The inverse function theorem 3.7 provides us with a ball
Br(a) where f is injective, [Df ](x) is invertible on Br(a), and the set V = f(Br(a)) is open in
Rd. Of course, the vector [0,wa] = f(a) ∈ V . Since V is open, there exists ε > 0 such that the d
dimensional ball Bε(f(a)) = {y ∈ Rd : ||y − [0,wa]|| < ε} ⊂ V .

In general, if [u,w] ∈ V , assume that f−1([u,w]) = [u′,w′] ∈ Br(a). Then we must have:

[u,w] = f(f−1([u,w])) = [h(([u′,w′])),w′]

which shows that w = w′ and u = h([u′,w]). This proves that f−1([u,w]) is also of the form
[u′,w].

Let us define E := {w ∈ Rn : [0,w] ∈ Bε(f(a))}, which is nothing but the n dimensional open
ball Bε(wa) ⊂ Rn. Then for every w ∈ E we have that [0,w] ∈ V and

[0,w] = f(f−1([0,w])) = [h(f−1([0,w])),w]. (4.4)

We already know that f−1([0,w]) must be a vector of the form [u′,w], where u′ is nothing but
the vector obtained from the first m components of f−1([0,w]). Denote it by g(w). Then (4.4)
implies that h([g(w),w]) = 0 on E. Moreover,

[g(wa),wa] = f−1([0,wa]) = a = [ua,wa]

which implies g(wa) = ua. Finally, since (g(w))j = (f−1([0,w]))j for 1 ≤ j ≤ m and f−1([0,w])
is a C1(E;Rd) map, then g is C1(E;Rm). The formula (4.3) can be easily obtained by applying
the chain rule to the equality h(g(w),w) = 0.

5 Brouwer’s fixed point theorem

We say that K ⊂ Rd is convex if for every x,y ∈ K we have that (1−t)x+ty ∈ K forall 0 ≤ t ≤ 1.
A set K is called a convex body if K is convex, compact, and with at least one interior point.
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Theorem 5.1. Let K ⊂ Rd be a convex body. Let f : K 7→ K be a continuous function which
invariates K. Then f has a (not necessarily unique) fixed point, that is a point x ∈ K such that
f(x) = x.

Proof. The first thing we do is to reduce the problem from a general convex body to the unit ball
in Rd. We will show that there exists a bijection ϕ : K 7→ B1(0), which is continuos and with
continuous inverse (a homeomorphism). If this is true, then it is enough to show that the function
ϕ ◦ f ◦ ϕ−1 : B1(0) 7→ B1(0) has a fixed point a ∈ B1(0). In that case, x = ϕ−1(a) ∈ K.

Lemma 5.2. Any convex body in Rd is homeomorphic with the closed unit ball B1(0).

Proof. Let x0 be an interior point of K. There exists r > 0 such that Br(x0) ⊂ K. Define the
continuous map g : K 7→ Rd given by g(x) := (x − x0)r−1. Define K̃ := g(K). It is easy to
see that K̃ is a convex and compact set. Moreover, the function g : K 7→ K̃ is invertible and
g−1(y) = ry + x0. Both g and g−1 are continuous, and for every y ∈ Rd with ||y|| ≤ 1 we have
that ry + x0 ∈ Br(x0) ⊂ K, thus y ∈ K̃. This shows that B1(0) ⊂ K̃, thus K̃ is a convex body
containing the closed unit ball.

We now construct a homeomorphism between K̃ and B1(0). The boundary of K̃ is denoted
by ∂K̃, equals K̃ \ int(K̃), and is a closed and bounded set. The boundary of B1(0) is denoted
by Sd−1 and equals the unit sphere in Rd. The ray connecting a given x ∈ ∂K̃ with the origin
intersects Sd−1 in a point; in this way we define the function h : ∂K̃ 7→ Sd−1 where h(x) is given
by the above intersection.

The function h is injective; let us show this. Given x ∈ ∂K̃, the cone C(x) defined by joining
x with all the points of B1(0) must belong to the convex set K̃. But C(x) also contains the ray
joining x with 0, and all the points of the segment strictly between x and 0 are interior points of
C(x), thus interior points of K̃. It means that no two different points of ∂K̃ can be placed on the
same ray starting from the origin, which proves the injectivity of h.

Let us show that the function h is also surjective. Consider any ray generated by x̂ ∈ Sd−1,
starting from the origin and parametrized by R(x̂) := {λx̂ : λ ≥ 0}. Consider the set E(x̂) :=
R(x̂) ∩ int(K̃). This set must be bounded, because K̃ is bounded. Thus the set of non-negative
real numbers {||y|| : y ∈ E(x̂)} ⊂ R is bounded, thus it has a supremum c <∞. The supremum
is an accumulation point, thus there must exist a sequence of points {yn}n≥1 ⊂ E(x̂) such that

||yn|| → c. But this sequence is also contained by the compact set K̃ ∩R(x̂). It means that there
exists a subsequence ynk which converges to some point u ∈ K̃ ∩R(x̂), i.e. ||ynk − u|| → 0 when
k →∞. Thus we also have ||ynk || → ||u|| which shows that ||u|| = c. Now u cannot be an interior
point of K̃, because in that case we could find points of E(x̂) which are farther away from the
origin than u, contradiciting the maximality of ||u||. Thus u ∈ ∂K̃, which proves that the ray hits
at least one point of the boundary. Hence h is surjective.

Thus h is bijective and invertible. The continuity of h is obvious.
Let us now prove that h−1 : Sd−1 7→ ∂K̃ is also continuous. For every x̂ ∈ Sd−1, the point

h−1(x̂) is the unique point of ∂K̃ which is hit by the ray defined by x̂. Assume that h−1 is
not continuous at some â ∈ Sd−1. It means that we can find some ε0 > 0 and a sequence
{x̂n}n≥1 ⊂ Sd−1, such that x̂n → â and ||h−1(x̂n)− h−1(â)|| ≥ ε0. The vector h−1(x̂n) is parallel
with x̂n and the same is true for the pair h−1(â) and â. Thus if n is large enough, the last inequality
implies that either ||h−1(x̂n)|| ≤ ||h−1(â)|| − ε0/2 or ||h−1(â)||+ ε0/2 ≤ ||h−1(x̂n)||. Assume that
there are infinitely many cases where the first situation holds true. Then if n is large enough, the
point h−1(x̂n) enters in the cone C(h−1(â)) and must be an interior point of K̃, contradiction. In
the other situation, h−1(â) would eventually become an interior element of the cone C(h−1(x̂n))
for large enough n, again contradiction.

Let us define the map φ : K̃ 7→ B1(0) by φ(x) := x/||h−1(x/||x||)|| if x 6= 0 and φ(0) = 0. It is
nothing but taking x and dividing it with the length of the segment between 0 and the point on
the boundary corresponding to the ray generated by x/||x||. Clearly, φ is continuous. It is easy
to check that the inverse of φ is given by φ−1 : B1(0) 7→ K̃ where φ−1(y) := y||h−1(y/||y||)|| if
y 6= 0 and φ−1(0) = 0. This inverse is also continuous since h is.

In conclusion, ϕ := φ ◦ g : K 7→ B1(0) is a homeomorphism, and we are done.
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Thus from now on we will assume without loss of generality that K = B1(0). And also from
now we will assume that there exists a continuous function which invariates B1(0) and has no
fixed points.

Lemma 5.3. Assume that f : B1(0) 7→ B1(0) is continuous with no fixed points. Then there exists
a smooth function f̃ : B1(0) 7→ B1(0) with the same property.

Proof. Our assumption says that ||f(x)− x|| > 0 for all x ∈ B1(0). The real valued map

B1(0) 3 x 7→ ||f(x)− x|| ∈ R

is continuous and defined on a compact set. Thus it attains its minimum in some point xm. It
follows that:

||f(x)− x|| ≥ ||f(xm)− xm|| = ε0 > 0. (5.1)

Let us extend f to the whole of Rd in the following way. Define g : Rd 7→ B1(0) by g(x) = f(x) if
||x|| ≤ 1, and g(x) = f(x/||x||) if ||x|| > 1. Clearly the extension is continuous, and ||g(x)|| ≤ 1
for all x.

Define the function j : Rd 7→ R, j(x) = e−1/(1−||x||
2) if ||x|| < 1 and j(x) = 0 if ||x|| ≥ 1. The

function j is non-negative, belongs to C∞(Rd) and has a positive integral I :=
∫
Rd j(x)dx > 0.

Define j̃(x) := j(x)/I. Then
∫
Rd j̃(x)dx = 1.

Now if ε > 0 we define the function Jε(x) := ε−d j̃(ε−1x). Clearly, Jε is non-negative, belongs
to C∞(Rd), it is non-zero only if ||x|| < ε, and

∫
Rd Jε(x)dx = 1 independently of ε.

Define the function gε : B1(0) 7→ B1(0) by the formula:

gε(x) :=

∫
Rd
Jε(x− y)g(y)dy =

∫
Rd
g(x− y)Jε(y)dy. (5.2)

The fact that gε maps into B1(0) is a consequence of the fact that ||g(y)|| ≤ 1 and
∫
Rd Jε(x−y)dy =

1 independently of x. The function gε is smooth because Jε is smooth.
Now we can write:

gε(x)− g(x) =

∫
Rd

[g(x− y)− g(x)]Jε(y)dy =

∫
||y||≤ε

[g(x− y)− g(x)]Jε(y)dy, (5.3)

where the second equality comes from the support properties of Jε. If we impose the condition
ε < 1, then x− y ∈ B2(0) if ||y|| ≤ ε and ||x|| ≤ 1. The function g restricted to the compact set
B2(0) is uniformly continuous, thus there exists some δ > 0 small enough such that

||g(x′)− g(x′′)|| ≤ ε0/2 whenever ||x′ − x′′|| ≤ δ, x′,x′′ ∈ B2(0).

Applying this estimate in (5.3) we obtain that ||gδ(x) − g(x)|| ≤ ε0/2, for all x ∈ B1(0). Using
this in (5.1) it follows:

||gδ(x)− x|| ≥ ε0/2 > 0, ∀x ∈ B1(0). (5.4)

The function gδ is our f̃ and the proof of this lemma is over.

From now on we can assume that our function f is smooth and with no fixed points in B1(0).
The next lemma shows that such a function f would allow us to construct a smooth retraction of
the unit ball onto its boundary.

Lemma 5.4. Assume that f : B1(0) 7→ B1(0) is smooth with no fixed points. Then there exists a
smooth function h : B1(0) 7→ Sd−1 such that h(x) = x if x ∈ Sd−1.
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Proof. We know that there exists some ε0 > 0 such that ||f(x) − x|| ≥ ε0 for all x ∈ B1(0). We
define the unit vector w(x) := (||x− f(x)||)−1 (x− f(x)) which defines the direction of a straight
line starting in f(x) and going through x. This line is parametrized as f(x) + tw(x), with t ≥ 0.
The value t = ||x − f(x)|| gives x. For even larger values of t we approach the boundary. There
exists a unique positive value of t(x) ≥ ||x − f(x)|| ≥ ε0 which corresponds to the intersection of
this line with the unit sphere Sd−1. Namely, from the condition ||f(x) + tw(x)||2 = 1 we obtain:

t(x) = −f(x) ·w(x) +
√

(f(x) ·w(x))2 + 1− ||f(x)||2 ≥ ||x− f(x)||,

where f(x) ·w(x) is the inner product in Rd. The only problem related to the smoothness of this
function could appear if the square root can be zero. The square root is zero if ||f(x)|| = 1 and
0 = f(x) · w(x). Equivalently, f(x) · x = 1. The last equality demands that x = f(x) and both
sitting on the boundary, situation excluded by our assumption of absence of fixed points. Thus
t(x) is smooth, and we can define

h(x) := f(x) + t(x) w(x) ∈ Sd−1

which ends the proof.

Lemma 5.5. Assume that h : B1(0) 7→ Sd−1 is smooth and h(x) = x if x ∈ Sd−1. If 0 ≤ s ≤ 1,
define the map gs : B1(0) 7→ B1(0) given by gs(x) = (1−s)x+sh(x). Then there exists 0 < s0 < 1
such that gs is a bijection for all 0 ≤ s ≤ s0.

Proof. First of all, we note that if x ∈ Sd−1 then gs(x) = x. Thus the only thing we need to show
is that gs is injective and gs(B1(0)) = B1(0).

For the injectivity part: consider the equality gs(x) = gs(y) for some x,y ∈ B1(0). This can
be rewritten as:

x− y = − s

1− s
(h(x)− h(y)).

Reasoning as in Lemma 3.3 we can find a constant Ch > 0 such that ||h(u)−h(w)|| ≤ Ch||u−w||
for all u,w ∈ B1(0). Thus we obtain:

||x− y|| ≤ Chs

1− s
||x− y||

which imposes x = y if s is smaller than some small enough value 0 < s̃ < 1.
Now let us assume that 0 ≤ s ≤ s̃. We want to prove that there exists 0 < s0 ≤ s̃ such that

gs(B1(0)) = B1(0) for all 0 ≤ s ≤ s0.
One inclusion is easy: if ||x|| < 1, then ||gs(x)|| ≤ (1−s)||x||+s < 1. Thus gs(B1(0)) ⊂ B1(0).
The other inclusion is more complicated. Let us consider the equation gs(x) = z, where

||z|| ≤ 1/4 is arbitrary. This equation can be rewritten as x = (1− s)−1{z− sh(x)}. Now if s is
smaller than some small enough value s1, the vector T (x) := (1 − s)−1z − s(1 − s)−1h(x) obeys
||T (x)|| ≤ 1/2 for all ||x|| ≤ 1. In particular, T invariates B 1

2
(0). Also:

||T (u)− T (w)|| ≤ Ch s ||u−w||, ∀u,w ∈ B 1
2
(0).

Thus if s < s2 := min{s1, C−1h }, the map T is a contraction and has a unique fixed point. This
fixed point solves the equation gs(x) = z. Thus until now we showed that

B 1
4
(0) ⊂ gs(B1(0)), 0 ≤ s < s2 < 1.

Another important observation which we have to prove is that gs(B1(0)) is an open set. Indeed,
we have [Dgs(x)] = (1− s)Id×d + s[Dh(x)] and det[Dgs(x)] ≥ 1/2 if s is smaller than some small
enough s3, for all x ∈ B1(0); let y = gs(a) for some a ∈ B1(0). Then from Theorem 3.7 (i) it
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follows that there is some r small enough such that gs(Br(a)) is open, and since y ∈ gs(Br(a))
there exists ε > 0 so that Bε(gs(a)) ⊂ gs(Br(a)) ⊂ gs(B1(0)).

Now fix 0 < s0 < min{s2, s3}. For 0 ≤ s ≤ s0 we know that gs(B1(0)) is open and B 1
4
(0) ⊂

gs(B1(0)) ⊂ B1(0). We need to show that B1(0) ⊂ gs(B1(0)).
Assume the contrary: there exists some y0 ∈ B1(0) which does not belong to gs(B1(0)).

Denote by I the closed segment joining 0 with y0. The set E := I ∩ gs(B1(0)) is not empty.
Moreover, the set:

{||y|| : y ∈ I ∩ gs(B1(0))} ⊂ [0, ||y0||]

is not empty, and has a supremum c < 1. There exists a sequence {xn}n≥1 ⊂ I ∩ gs(B1(0)) such
that ||xn|| → c. There is a subsequence xnk which converges in I to some point ỹ, thus ỹ is an
adherent point of gs(B1(0)) and ||ỹ|| = c < 1. Clearly, ỹ 6∈ gs(B1(0)) because otherwise, since
gs(B1(0)) is open, we could extend I ∩gs(B1(0)) even further away form the origin, contradicting
the maximality of the length of ỹ.

Thus we have constructed ỹ ∈ gs(B1(0))\gs(B1(0)) with ||ỹ|| ≤ ||y0|| < 1. Being an adherent
point of gs(B1(0)), there must exist a sequence {zn}n≥1 ⊂ gs(B1(0)) such that zn → ỹ. There
exists a sequence {xn}n≥1 ⊂ B1(0) such that gs(xn) = zn. We can find a subsequence xnk which

converges to some x0 ∈ B1(0). Since gs(xnk) = znk → ỹ and due to the continuity of gs, we must
have gs(x0) = ỹ. But since ỹ 6∈ gs(B1(0)), it must be that x0 ∈ Sd−1. But on the boundary,
gs(x0) = x0, which contradicts our assumption that ||ỹ|| ≤ ||y0|| < 1. Therefore, y0 cannot exist,
and B1(0) ⊂ gs(B1(0)).

We are finally ready to prove Brouwer’s theorem. In the previous lemma we considered the
smooth map gs : B1(0) 7→ B1(0). Define the function:

F (s) :=

∫
B1(0)

det[Dgs(x)] dx, 0 ≤ s ≤ 1.

The determinant of the Jacobi matrix [Dgs(x)] is a polynomial in s, thus F (s) is a polynomial.
Moreover, we have shown that if 0 ≤ s ≤ s0 the map gs is nothing but a smooth and bijective
change of coordinates in B1(0) with det[Dgs(x)] > 0, thus F (s) is constant on [0, s0] and equal to
the volume of B1(0). But if a polynomial is locally constant, then is constant everywhere. Thus
F (1) should also be equal to the volume of B1(0).

But let us show that this is not true. If s = 1, then g1(x) = h(x) on B1(0). It means that

1 = ||h(x)||2 = g1(x) · g1(x) =

d∑
k=1

(g1(x))2k.

Differentiating with respect to xj we obtain

0 =

d∑
k=1

[∂j(g1(x))k] (g1(x))k, 1 ≤ j ≤ d,

or [Dg1(x)]∗g1(x) = 0 for all x. Since ||g(x)|| = 1, we have that [Dg1(x)]∗ is not injective, thus
not invertible, hence with zero determinant. Therefore det[Dg1(x)] = det[Dg1(x)]∗ = 0 for all
x, and F (1) = 0 6= vol(B1(0)). This contradiction can be traced back to our assumption which
claimed that f has no fixed points. The proof is over.

6 Schauder’s fixed point theorem

Theorem 6.1. Let X be a Banach space, and let K ⊂ X be a non-empty, compact, and convex
set. Then given any continuous mapping f : K 7→ K there exists x ∈ K such that f(x) = x.
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Proof. Given ε > 0, the family of open sets {Bε(x) : x ∈ K} is an open covering of K. Because K
is compact, there exists a finite subcover, i.e. there exists N points p1, . . . , pN of K such that the
balls Bε(pi) cover the whole set K.

Let Kε be the convex hull of p1, . . . , pN , defined by:

Kε :=


N∑
j=1

tjpj ,

N∑
j=1

tj = 1, tj ≥ 0

 ⊂ K.
It is an easy computation to show that Kε is a convex set. Moreover, Kε is a finite dimensional
object, immersed in an at most N−1 dimensional Euclidian space generated by the vectors pj−p1,
where j ∈ {2, 3, . . . , N}.

Define the function gj : K 7→ R+ by gj(x) = ε−||x−pj || if x ∈ Bε(pj), and gj(x) = 0 otherwise.

Each function gj is continuous, while g(x) =
∑N
j=1 gj(x) is positive due to the fact that any x has

to be in some ball, where the corresponding gj is positive. Since g is continuous and K compact,
there exists δ > 0 such that g(x) ≥ δ for every x ∈ K.

Now consider the continuous map πε : K → Kε given by:

πε(x) :=

N∑
j=1

gj(x)

g(x)
pj ,

N∑
j=1

gj(x)

g(x)
= 1.

Since ||gj(x)(x− pj)|| ≤ gj(x)ε for all j, we have:

‖πε(x)− x‖ ≤
N∑
j=1

||gj(x)(pj − x)||
g(x)

≤ ε, ∀x ∈ K. (6.1)

Now we define:
fε : Kε → Kε, fε(x) = πε(f(x)).

This is a continuous function defined on a convex and compact set Kε in a finite dimensional
vector space. By Brouwer’s fixed point theorem it admits a fixed point xε

fε(xε) = xε.

Using (6.1) we get:
||πε(f(xε))− f(xε)|| ≤ ε,

thus for every ε > 0 we have constructed xε ∈ Kε ⊂ K such that ||f(xε)− xε|| ≤ ε.
Choosing 1/n instead of ε, we construct a sequence {xn}n≥1 ⊂ K such that ||f(xn)−xn|| ≤ 1/n.

Since K is sequentially compact, we can find a subsequence xnk which converges to some point
x̄ ∈ K when k →∞. By writing:

||f(x̄)− x̄|| ≤ ||f(x̄)− f(xnk)||+ ||f(xnk)− xnk ||+ ||xnk − x̄||, k ≥ 1,

we observe that due to the continuity of f at x̄, the right hand side tends to zero with k. Thus
f(x̄) = x̄ and we are done.
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