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I ntroduction

This note concerns a general approach to theorems of “Wigissstype”. Convergence of Bernstein
polynomials and many other classical approximation atgors can be deduced from Korovkin’s theo-
rem below.

We consider the family’'(A) of (real- or complex-valued) continuous function on a cootpéaus-
dorff spaceA. A mapU: C(A) — C(A) is calledlinear if U(af + Bg) = aU(f) + BU(g) for
f,g € C(A) and arbitrary scalars, 5. U: C(A) — C(A) is calledpositive if U(f) > 0 whenever
f > 0. Notice that a linear positive mag: C(A) — C(A) satisfiesU(f) < U(g) if f < ¢ and
consequently

UNI<UArD) <UD = 1A < [IF1- [T,
with [ f[| := maxzea [ f(2)].

Korovkin’s Theorem
Korovkin has showhthat for a sequenc€U,,} of linear positive map#/,,: C(A) — C(A), in many

cases, uniform convergenég,(f) — f follows for all f € C(A), if it holds for a suitable finite collec-
tion of “test functions”. His result is

Theorem. Assume that there exist continuous real functief(y) on 4, i = 1,2,...,m, such that
m
Py(x) = ai(y)gi(z) > 0 (1)

i=1

forall z,y € A and thatP,(x) = 0 if and only if z = y. Then for a sequencfl/,, } of linear positive
maps onC'(A), the (uniform) convergence

Un(gl)_)gla n — oo, i:1>2a"'>m (2)

implies that
Un(f) — f, (uniformly), n — oo, Vf e C(A). (3)

Proof. First we fix a functionP*(z) := P, (x) + Py, (x), with y; # y2, and notice that”* > 0
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on A. We consider some properties of the “polynomialR{z) = > ", a;g;(x). From (2) we have
Un(P,z) — P(x) uniformly in z on A. We also have

Un(Pyy) = > ai()Un(giy) = Y _ ai(y)gi(y) = Py(y) =0 (4)
=1 i=1

uniformly in y since eachu;(z) is bounded om. Finally, notice that
0<U,(1,z) < AU, (P*,z) — vP*(x), (uniformly),

with v = 1/ min,ec 4 P*(x) < oo. Therefore there existdly < oo, satisfyingsup,, ||U,(1,y)| < Mp.
We need the following fact. Lef, € C(A), y € A, be a family of functions for whicty,(x) is a
continuous function ofz,y) € A x A, andf,(y) = 0forall y € A. Then

Un(fy,y) — 0, uniformly iny, n — co. (5)

To prove this, letB = {(y,y) : y € A}, and lete > 0 be given. By continuity off,(z) on A x A,
each poinip € B has an open neighbourho®{ in A x A satisfying| f,(z)| < € if (z,y) € V,. Then
G = UpepV) isopeninAd x A, and the complement = A x A\G is closed and thus compact. Let

a= min P,(z)>0, and b= max x).
uin, y () (x,y)eny( )

Notice that b
|fy(55)| §€+5Py(56), Vo,y € A. (6)

From (6) we deduce that

b b b
|Un(fy,y)| < Un(5 1+ EPy(x)ay) < 5Un(1ay) =+ a Un(Pyay) <eMy+ 5 Un(Pyay)-

However, by (4), there exist¥ such that: > N implies that|U,,(f,,y)| < e(Mo + 1). This proves the
claim.
Now, the proof of the theorem follows easily. ffe C(A) we define

- _ ) pe,
e /()
Yy x
Un(fy7y) = Un(f7 ) - P*(y) Un(P 7y) - Ov (7)
uniformly in y. We have
Ul = 1)1 < [Ual0) = S50 )| + [R50, ) - £10)
otz - F2 0P )| + ) - P )
< |\Un(fsy) = gf(y;)Un(P*,y) + 171 Un(P*,y)—P*(y)‘
Using (7) and the fact thdf,, (P*,y) — P*(y), uniformly, the theorem follows. O
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Applications

Bernstein polynomials
Consider the operatds,,: C([0,1]) — C(]0,1]) generating the Bernstein polynomial

fH*B(fﬂ@==§é<n>xﬂl—aw%*f<é> w10

n k n 9y Y AR
k=0

Clearly eachB,, is linear and positive. Also notice th#t, (1) = 1, B, (t)(z) = =, andB,,(t*)(z) =
2% + 21-7) e can therefore use

Py(z) = (z —y)* = 2 = 2yz + y* = 2?q1(y) — 2292(y) + g3(y)

in Korovkin's theorem to conclude th&t, (f) — f uniformly for all f € C([0, 1]).

Trigonometric sums
Consider the Féjer maps,: C(T) — C(T) given by

. n+1l)a
1 sin? %
(n+1) sin?(a/2)

froP@ == [ fOFE-0d  Fu) =

s

Using certain well-known trigonometric identities, onenaeerify that

so(f) +s1(f) + -+ sn(f)

on(f) = n+1

)

wheresy(f) is thek'th partial sum of the Fourier series ¢f

k
sp(f) = %—F (aj coij+bjsinjx),
j=1
with | g e
a; == — f(t)cosktdt, and b;:=— f(t)sin kt dt.
™ J)_x T™J 7w

Notice thato,, is linear and positive. One easily verifies that for> 1; 0,,(1) = 1, o,,(cos) =
n%l cos z, ando, (sin) = n%l sin z. Thus, Korovkin's Theorem applies with

Py(x) =1—cos(x —y) =1 — cos(y) cos(z) — sin(y) sin(z),

ando,(f) — f uniformly for everyf € C(T).



