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Page 3: Def. 1.3: (xn) ⊂M is brief, but not a standard notation.
Page 43: The notation x1 and x2 is also used (implicitly) for the

first two elements of the sequence.
Page 53: the estimate should be ≤ 1

min(m,n)
.

Page 72: there is no need to assume f real-valued.
Page 77: the interval [0; 1] is compact.
Page 12: Definition 2.3 should have (or just metric). (The def-

inition is equivalent to the one formulated in terms of open
coverings.)

Page 153: The argument beginning with Hence is not correct in
the mathematical sense, because it is meaningless to say that
f ∈ Lp as long as this set is not specified. (But even so it might
be compelling enough.) Similarly the conclusion that f1 ∈ Lp
is not justified.

Page 213: Should have x ∈ V .
Page 274: limm ‖Tm−Tn‖ should have been lim supm ‖Tm−Tn‖.
Page 282: limm ‖Tm−Tn‖ should have been lim supm ‖Tm−Tn‖.
Page 295: The statement beginning with Moreover should be

deleted.
Page 32: This page should not be blank, but read as follows: for

all x ∈ V . Then

sup{ ‖Tλ‖ | λ ∈ R } <∞. (3.6)

Page 3712: Should have: (and orthogonal. . . .
Page 3714: Here and in the following only Hilbert spaces are con-

sidered, for an inner product space can be shown to have a
Hilbert space as its completion.

Page 38: After formula (4.12) in the last part of Proposition 4.5,
one should add the supplementing conclusion and that αk =
(
∑∞

j=1 αjxj|xk) for every k ∈ N..

Page 40: In Proposition 4.9 each of the conditions (i), (ii), (iii)
is equivalent to (xn) being an orthonormal basis.

Page 441: A0 should be multiplied by 1√
π

.

Page 453: The summand e−ikθ should be deleted from every term
of the summation.
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Page 481: The summand should be ck
1√
2π
ei kx .

Page 492: Should be ck = 1√
2π
. . . .

Page 573: the first line of the proof should read: We have only

to show that T (H)
⊥

= T (H)⊥ =.
Page 576: Remove the superfluous ) after yj .
Page 5913: Replace quadratic in T by “linear” in x.
Page 63: The proof Theorem 5.10 should have the first para-

graph replaced by: “To show that T is compact, let A be a
bounded set in H . Given a sequence (yn) in T (A), take for
each n some xn ∈ A such that ‖Txn − yn‖ < 1/n, as we may.
It then suffices to show the existence of a subsequence xnk for
which Txnk converges to some y for k →∞, for by the defini-
tion of the xn it follows that ynk → y for k →∞.”

Page 64: In formula (5.9), the ‖ in front of the summation should
be removed.

Page 6913: This line should end with open set (since B1 need
not be a ball).

Page 75: The last part of Example 5.7 is rather misleading, so
delete from Now consider. . . .

Page 792: Here T − λI should not be followed by ).
Page 83: The Spectral Theorem needs corrections from the end

of the second line; one possibility would be: “If H is infinite
dimensional, the corresponding eigenvalues λn → 0 for n→∞
and 0 ∈ σ(T ); when also R(T ) is infinite dimensional, the non-
zero eigenvalues (µn) can be numbered such that |µ1| ≥ |µ2| ≥
· · · ≥ |µn| ≥ · · · > 0.

In any case every x in H has an expansion x =
∑

n(x | en )en
for which it holds that

Tx =
∑
λn 6=0

λn(x | en )en.
′′

Corrections in the proof are necessary too; eg. one cannot first
find a sequence of non-zero eigenvalues with eigenvectors (en)
and then append another sequence of vectors and end up with
a sequence! [The appended vectors never get counted. If they
are interlaced instead, (|λn|) is not a decreasing sequence.]

Page 87: In Example 6.5, the expressions and calculations should
have λn instead of (λn).

Page 896: the vector en is missing on the left hand side of the
identity.

Page 958: The summation should be over |(Kem|en)|2 .
Page 111: In formula (9.1) the integrand should be |f(x)|.
Page 1162: The integer should be k instead of m.
Page 266: Exercise 99 should be formulated: Let T be a closed

linear operator in . . . .
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Page 267: In Exercise 107 the factor 1
22 should be in front of

(x1 + x2 + x3).


