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Preface to part I

This material can be used as an introduction to the relatively new branch of or-
der domains and their application in coding theory. Well-known as well as new
results are presented.
It is assumed that the reader is familiar with the most basic Gröbner basis theory.
A review of the relevant Gröbner basis theory can be found inappendix I.A. See
also [4] for a nice introduction to Gröbner basis theory.
The theory of order domains is very much related to the theoryof algebraic
function fields and the theory of algebraic geometry. It is the authors policy that
this material should be readable also for readers without any experience with
these two theories. However, as the connection between the theories is interest-
ing in itself, a continuous discussion of the connection is present throughout the
material. This discussion can be skipped.
The references made, refer to the bibliography on pp. 152-155. Also a list of
symbols as well as an index of terms can be found on pp. 158-162.
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I.1

A historical survey

The concept of order domains and order functions is rather new. The first ref-
erences on the subject are [20], [21] and [33]. Independently of this work by
van Lint, Høholdt and Pellikaan a similar concept is defined in [30] and [31] by
O’Sullivan. Although a new subject, the ideas behind the theory can be found
in the theory of algebraic geometry and in the theory of algebraic function field
theory. To be more precise, the order function can be viewed as a generalization
of the discrete valuation on a function field of transcendence degree1.

The introduction of this new theory was motivated by the papers [8], [6] and [7]
where Feng, Wei, Rao and Tzeng showed, that a large class of algebraic geome-
try codes can be described without the rather heavy theory ofalgebraic geometry
/ algebraic function field theory (in particular without theRiemann-Roch theo-
rem). And that improved constructions of codes can be made from this new
descriptions. So the idea has been to build a new theory that is more simple
than the algebraic geometry / algebraic function field theory, but still contains
enough information to describe a very large class of algebraic geometry codes.

In [8], [6] and [7] Feng, Wei, Rao and Tzeng state lower boundson the mini-
mum distance of codes defined from so-called well-behaving sequences. How-
ever they do it on the level of the code words, instead of on thelevel of the
elements in a related algebraic structure (the order domain). (See also [23], [32]
and [39]). In the language of order domain theory this resulttoday is known as
the order bound.

The by far largest class of algebraic geometry codes considered, up to the birth
of the order domain theory, consists of the following two types of codes. The
codes defined from algebraic curves, that is codes defined from function fields
of transcendence degree1. And the Reed-Muller codes, that are codes defined
from polynomial ringsFq [X1; : : : ;Xm℄. Note that the quotient field of a poly-
nomial ring inm variables constitutes the simplest example of a function field
of transcendence degreem. Beside giving new and more simple descriptions of
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many of the algebraic geometry codes that have been considered up to the birth
of order domain theory, it has been the hope, that the new theory would make it
possible to describe codes defined from a much larger class offunction fields of
transcendence degreem > 1. In [31] O’Sullivan gives examples of nontrivial
order domains of transcendence degree greater than1. However he develops
his order domains using methods from algebraic geometry. In[13] Pellikaan
and the author of this thesis develop tools, and modify (and generalize slightly)
the notion of an order function, such that order domains of arbitrary transcen-
dence degree can easily be constructed. The codes related toorder domains of
transcendence degree more than1 are treated in the last chapters of the
present thesis.

Already in [8], [6] and [7] Feng, Wei, Rao and Tzeng describesa decoding al-
gorithms for their codes. In [21] it is described how one can decode the dual
of an evaluation code coming from an arbitrary order domain.The decoding
algorithm uses majority voting and is based on Sakata’s extension of the clas-
sical Berlekamp-Massey algorithm. Høholdt et. al.’s description is an adaption
of a decoding procedure described in [29] by O’Sullivan. Thedecoding algo-
rithm decodes up to half of the Feng-Rao distance which is a lower bound on
the minimum distance given by the order bound.



I.2

Some important definitions

The definition, and in particular the actual construction oforder domains, re-
quires some knowledge about certain orderings on differentstructures. For later
reference we will in this chapter discuss different structures and characterize
some interesting orderings on these.

I.2.1 Monoids and orderings

We have the following definitions.

Definition I.2.1
Let � be a set, and let+ be a binary operation on�, and0 an element in�.
Then(�;+; 0) is called a commutative monoid if the following conditions hold
for any�; �; 
 2 �(1) �+ 0 = 0 + � = �(2) (�+ �) + 
 = �+ (� + 
)(3) �+ � = � + �:
Definition I.2.2
A commutative monoid(�;+; 0) is called a semigroup if the following condi-
tion holds for any�; �; 
 2 �(1) �+ 
 = � + 
 implies� = �:
A semigroup is called inverse free if(2) �+ � = 0; implies� = � = 0:
And a semigroup is called torsion free if(3) n timesz }| {�+ �+ � � �+ � = 0 for somen 2 N implies� = 0:
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Any commutative monoid defines a commutative group in the following way.

Definition I.2.3
Given a commutative monoid(�;+; 0) then define the relation� on � � �
by (�; �) � (
; Æ) if and only if there exists" 2 � such that� + Æ + " =
+�+ ". Clearly� is an equivalence relation. The equivalence class of(�; �)
is denoted by[�; �℄ and the set of equivalence classes is denoted byD(�).
Define[�; �℄ + [
; Æ℄ = [� + 
; � + Æ℄. Then this operation+ is well-defined
and givesD(�) the structure of a commutative group which is called the group
of differences of�.

Next we will be concerned with classifying orderings.

Definition I.2.4
Let� be an ordering on the set�. (�;�) is called a well-order (and� a well-
ordering) if the following condition hold(1) any non empty subset of� has a smallest element under� :
In particular a well-ordering is a total ordering.

Definition I.2.5
Let (�;�) be a well-order. If a surjective mapN : � ! N exists such thatN(�) < N(�) whenever� � �, �; � 2 � then we say that(�;�) is isomor-
phic with(N; <). Or we say a little less correct that the ordering� is isomorphic
with the ordering onN.

Saying that(�;�) is isomorphic to(N; <) is of course equivalent to saying that
the elements of� can be ordered in a sequence(�1; �2; : : :) such that�i � �i+1
for i = 1; : : :.
Definition I.2.6
Let (�;+; 0) be a commutative monoid. A partial ordering� on � is called
admissible (with respect to+ and0) if the following conditions hold for any�; �; 
 2 �. (1) 0 � � whenever� 6= 0(2) � � � implies�+ 
 � � + 
:
Remark I.2.7
Let (�;+; 0) be a commutative monoid that possesses a total admissible order-
ing (with respect to+ and0). Part (2) of definition I.2.6 ensures that(�;+; 0)
is a semigroup.
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Definition I.2.8
Let � be an ordering on a semigroup(�;+; 0). We call (�;+; 0;�) a well-
ordered semigroup if� is admissible (with respect to+ and0) and� is a well-
ordering.

Remark I.2.9
A well-ordered semigroup is inverse free and hence torsion free.

I.2.2 Monomial orderings

Of particular importans in the theory of order domains are the following two
well-known semigroups(Nr0 ;+;0 = (0; : : : ; 0)) and (Mr; �; 1), whereMr is
the set of monomials in the variablesX1;X2; : : : ;Xr, and where+ and � are
as usual. We will sometimes use different labels for the indeterminates, say� � �
instead ofX1; : : : ;Xm. In this case we writeM(� � � ) for the set of monomials
in the indeterminates� � � . For instance the set of monomials inX;Y is denotedM(X;Y ). We will often use the multi index notation� = (�1; �2; : : : ; �r)
andX� = X�11 X�22 � � �X�rr .

Using the natural mapNr0 7! Mr given by� 7! X�, an ordering onNr0
corresponds to a unique ordering onMr. Now one gives a special name to
orderings� on (Nr0 ;+;0) (or equivalent on(Mr; �; 1)), such that(Nr0 ;+;0;�)
(or equivalent(Mr; �; 1;�)) is a well-ordered semigroup.

Definition I.2.10
An ordering� on (Nr0 ;+;0) (or equivalent on(Mr; �; 1)) that is an admissible
well-ordering is called a monomial ordering.

Remark I.2.11
If � is a monomial ordering on(Nr0 ;+;0) (or equivalent on(Mr; �; 1)) then0
is the smallets element ofNr0 under� (or equivalent1 is the smallest element ofMr) (see [4, Ch. 2x4, Cor. 6]).

In the following we will whenever the binary operation+ and the neutral ele-
ment0 is given by the context, use abbreviated notation and write� in the place
of (�;+; 0). In this thesis we will often consider sub semigroups� � Nr0 . And
we will adjoin an element�1 to � to give��1 := � [ f�1g . We will use
the convention �+ (�1) = (�1) + (�1) = �1
for any� 2 �. To ease the notation we state the following definition.
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Definition I.2.12
Let�Nr0 be a monomial ordering onNr0 . And let� 2 Nr0 be a semigroup. The
restriction�� of �Nr0 to � is said to be a monomial ordering on�. Extend��
to an ordering on��1 by the rule�1 �� � for any� 2 �. Also this extension
is called a monomial ordering.

In the following we describe some important monomial orderings. We mainly
describe them on the level ofMm.

Definition I.2.13
Consider indices fi1; i2; : : : ; img = f1; 2; : : : ;mg:
The sequence(Xi1 ;Xi2 ; : : : ;Xim) defines a so-called lexicographic ordering�lex onMm by the following ruleX�i1i1 X�i2i2 � � �X�imim �lex X�i1i1 X�i2i2 � � �X�imim
if and only if there exists a valuej 2 f1; : : : ;mg such that�is = �is fors = 1; : : : ; j � 1 and�ij < �ij . We say that the lexicographic ordering is
defined by Xim �lex Xim�1 �lex � � � �lex Xi1 :
When the lexicographic ordering is not composed with other monomial order-
ings, then we will sometimes call it the pure lexicographic ordering.

Note that definition I.2.13 gives usm! different lexicographic orderings onMm
corresponding to them! different choices of assignments toj1; : : : ; jm.

Definition I.2.14
Consider so-called weightsw(X1); w(X2); : : : ; w(Xm) 2 R+ , whereR+ is the
set of positive real numbers. If these are linearly dependent overZ then consider
also a lexicographic ordering�lex onMm. The weightsw(Xi) extends to a
monomial function onMm, that isw : 8<: Mm ! R+X� 7! Pmi=1 �iw(Xi):
In general we will callw(X�) the weight ofX�. Now the functionw to-
gether with the ordering�lex defines a monomial ordering�w onMm by the
following rule M1 �w M2
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if and only if one of the following two conditions holds(1) w(M1) < w(M2)(2) w(M1) = w(M2) andX� �lex X�:
We will call this particular ordering a one-dimensional weighted degree lexico-
graphic ordering as the weights belongs to the spaceR+ . Whenw(X1) = � � � =w(Xm) then we call�w a graded lexicographic ordering. The particular graded
lexicographic ordering with lexpart given byXm �lex Xm�1 �lex � � � �lex X1
will be called the standard weighted degree lexicographic ordering (or simply
the standard ordering) onMm. We will denote it by�st.
Note that the monomial orderings that we choose to call one-dimensional weighted
degree lexicographic orderings are the orderings that in the literature are often
called weighted graded lexicographic orderings. The reason why we include
the words “one-dimensional” is, that we will define a monomial ordering be-
low where the weights belongs toNr0nf0g for arbitrary fixed natural numberr.
These monomial orderings will contain the orderings from definition I.2.14 as a
special case (however not necessarily withr = 1).

The following definition very much related to definition I.2.14 is essential when
we later in this material construct examples of order domains.

Definition I.2.15
Consider weightsw(X1); : : : ; w(Xm) 2 Nr0nf0g. OrderNr0 by a monomial
ordering�Nr0 and orderMm by a lexicographic ordering�lex. We will refer
to �Nr0 as the inner ordering. The weights extends to a monomial function onMm, that is w : 8<: Mm ! Nr0X� 7! Pmi=1 �iw(Xi):
We will call w(X�) the weight ofX�. Now the weighted degree lexico-
graphic ordering�w (onMm) induced byw;�Nr0 and�lex is the monomial
ordering defined as follows. GivenM1;M2 2 Mm thenM1 �w M2 if and
only if one of the following two conditions holds.(1) w(M1) �Nr0 w(M2)(2) w(M1) = w(M2) andM1 �lex M2:
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This definition surely is very general, as actually all monomial orderings can be
viewed as weighted degree lexicographic orderings in the following way. Given
a monomial ordering� onMm, then simply choose the weights to be the unit
vectors inNm0 , and the ordering onNm0 to be� (note that in particular,m = r
in this case). In this thesis we will often study cases wherem > r. And we
will study families of orderings onMm consisting of weighted degree lexico-
graphic orderings that are defined from the same weights inNr0 , by the same
lexicographic ordering onMm, but by different choices of monomial orderings
onNr0 .



I.3

Order domains

In this chapter we give the definition of an order function andof some important
related concepts. We give some simple examples and discuss different aspects
of the structures. In later chapters we will construct various examples of order
domains.

I.3.1 Order functions, order domains and well-behaving bases

The definition of an order function uses the concept of ak-algebra.

Definition I.3.1
Let k be a field. Ak-algebra is a commutative ringR that satisfies the following
conditions (1) k is a subring ofR(2) the unity ofk is also a unity inR:
In the remaining part of this thesis the smallest element of awell-order(�;��)
will always be denoted by0. We will often adjoin an extra element�1 to �
to get the set��1 := � [ f�1g. We extend the ordering�� to an ordering
on��1 by the rule that�1 �� � for any� 6= �1. This extended ordering
will also be denoted by��. We are now ready to define an order function. The
following definition is from [13].

Definition I.3.2
LetR be ak-algebra. An order function onR is a surjective map� : R 7! ��1
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where(�;��) is a well-order, such that the following conditions hold(O:1) �(f) = �1 if and only if f = 0(O:2) �(�f) = �(f) for all nonzero� 2 k(O:3) �(f + g) � max� f�(f); �(g)g and equality holds

whenever�(f) � �(g)(O:4) if �(f) � �(g) andh 6= 0 then�(fh) � �(gh)(O:5) if �(f) = �(g); then there exists a nonzero� 2 k
such that�(f � �g) � �(g):

In [20], [21] and [33] Høholdt, van Lint and Pellikaan requires that� is a subset
of N0 . So in their original set-up the well-ordering of� is always the restriction
of the usual (and unique) monomial ordering< onN0 to�. However whenever
an order function� with respect to definition I.3.2 is given, where(�;��) is
isomorphic with(N0 ; <), then also this function can be understood as an order
function with respect to the definition given by Høholdt et. al. O’Sullivan’s
definition of an order function is nearly similar to the one given by Høholdt, van
Lint and Pellikaan. We will discuss this at the end of this section.
From [21] we have the following result.

Proposition I.3.3
LetR be ak-algebra with an order function�. ThenR is an integral domain.

Proof:
Assume thatfg = 0, where neitherf nor g equals0. From part (O.1)
of definition I.3.2 we have�(f) � �1, which again by part (O.4) implies�(fg) � �1. But �(0) = �1, and we have reached a contradiction. �
This proposition suggests the following definition (from [13])

Definition I.3.4
A k-algebraR on which there is defined an order function is called an order
domain overk, or simply an order domain.

The fact that an order domainR is an integral domain of course implies, that
one can define the quotient fieldQuot(R).
Definition I.3.5
Let R be an order domain overk. The transcendence degreetrdg(R) of R
is the maximal numberr of elementsf1; : : : ; fr 2 R that are algebraically
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independent overk, meaning that there exists no nonzero polynomialP of r
variables with coefficients ink, s.t.P (f1; : : : ; fr) = 0 in R. The transcendence
degree ofQuot(R) is defined similarly.

Remark I.3.6
If R is an order domain then obviouslytrdg(R) � trdg(Quot(R)).
If trdg(Quot(R)) = 1 then alsotrdg(R) = 1.

We now give some simple examples of order domains.

Example I.3.7
Thek-algebraR := k is an order domain with an order function given by� :=f0g and � : 8<: k ! ��10 7! �1
 7! 0 for 
 2 knf0g:
We will call this order domain the trivial order domain .

Example I.3.8
Thek-algebraR := k[X℄ is an order domain with an order function given by� := N0 and � : 8<: k[X℄ ! ��10 7! �1F (X) 7! deg(F (X)); for F (X) 6= 0: (I.3.2)

Example I.3.9
Thek-algebraR := k[X1; : : : ;Xm℄,m � 2, is an order domain that possesses a
whole range of basically different order functions. In thisexample we describe
the simplest one. Denote byei, i = 1; : : : ;m the unit vector inNm0 with a 1
in position i. Consider weightsw(Xi) = ei, i = 1; : : : ;m. Extendw to a
monomial functionw : Mm ! Nm0 (recall, thatMm is the set of monomials
in X1; : : : ;Xm). Consider the standard ordering�st on Nm0 . DenoteX :=(X1; : : : ;Xm). The functionw : Mm ! Nm0 is extended to an order function
onk[X ℄ in the following way. Let� := Nm0 , and define� : 8>><>>: k[X℄ ! ��10 7! �1F (X) 7! max�stfw(M) jM 2 Supp(F (X))g;

for F (X) 6= 0
(whereSupp(F (X) denotes the set of monomials inF (X)).



16 Order domains Ch. I.3

The following results are mainly simple generalizations ofresults shown in [21].

Proposition I.3.10
Let � be an order function onR. We have(1) if �(f) = �(g); then�(fh) = �(gh) for all h 2 R(2) if f 2 R andf 6= 0; then�(1) �� �(f)(3) k = ff 2 R j �(f) �� �(1)g(4) if �(f) = �(g); then there exists a unique nonzero� 2 k

such that�(f � �g) �� �(g):
Proof:
See [21, Lem. 3.9]. �
Remark I.3.11
Note that(1) in proposition I.3.10 implies(10) if �(f) = �(g) and�(h) = �(i) then�(fh) = �(gi):
Note also that the only case where� is a finite set is the case� = f0g corre-
sponding to thek-algebraR = k (the trivial order domain).

Proposition I.3.12
LetR be ak-algebra that possesses an order function� : R ! ��1. Consider
any subk-algebraS � R. Let�S be the image ofS under�. The restriction of� to S, that is� : S ! �S , is an order function.

Proof:
A simple proof can be found in [30] and [31]. �
Two concepts strongly related to order domains are the concept of a well-behaving
basis, and when� is ordered isomorphic withN, the concept of a well-behaving
sequence. The first appearance of the word well-behaving sequence is in the pa-
per [7] of Feng and Rao. In the previous papers [6] and [8] the authors introduce
a related concept of a well-behaving matrix.1 In this material we will use the
definition of a well-behaving sequence given by Høholdt, vanLint and Pellikaan
in [20], [21] and [33]. Their definition is a strongly modifiedversion of the one

1Feng and Rao’s definition of a well-behaving sequence is related to a quotient ringFq [X1; : : : ; Xm℄=I. Denoten := #fa 2 Fmq j P (a) = 0 8P 2 Ig:
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given by Feng et. al2. In [13] the definition of Høholdt et. al. of a well-behaving
sequence, is generalized to a definition of a well-behaving basis. We will in-
troduce this definition first, and then afterwards explain what a well-behaving
sequence is. We will need the following definitions.

Definition I.3.13
LetR be ak-algebra andB a basis forR as a vector space overk. Let (�;��)
be a well-order and assume that a bijective map� : B ! � is given (note that
in this general set-up� need not be related to an order function). We index
the elements ofB by writing for every� 2 �, f� := f wheref is the unique
element inB with �(f) = �. We call � an index map. The indexed basis is
denoted by(f� j � 2 �) or simply byB� . The index map� together with the
well-ordering�� on� induce a well-ordering�B onB, by the following rule:f� �B f
 if and only if � �� 
. The in this way well-ordered indexed basis is
denoted by(f� j � 2 �)�� or simply byB�;�� .

Definition I.3.14
LetB�;�� = (f� j � 2 �)�� be a well-ordered indexed basis for ak-algebraR.
For any� 2 � letR� � R be defined byR� := spankff�0 j�0 �� �g:
Thel-function corresponding toB�;�� is the mapl� : � �� � ! �(�; �) 7! min��f� 2 � j f�f� 2 R�g:
Definition I.3.15
LetB�;�� = (f� j � 2 �)�� be a well-ordered indexed basis according to defi-
nition I.3.13. We will say thatB�;�� is well-behaving if and only ifl�(�; �) ��l�(
; �) for all �; �; 
 2 � such that� �� 
. A well-behaving basis is a well-
behaving well-ordered indexed basis.

In many of the applications that we will present in this thesis the ordering��
on � will be isomorphic with the unique admissible ordering onN by an iso-
morphism N : (�;��)! (N; <):
Their definition involves an evaluation mapev : Fq [X1; : : : ; Xm℄=I ! Fnq
(we will define this evaluation map properly in chapter I.11).

2As we will see, no map' : R ! Fnq is involved in the definition given by Høholdt et. al.’s
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Define in this special casegi := f� if N(�) = i, i = 1; 2; : : : givingff� j� 2 �g = fgi j i 2 Ng: (I.3.5)

Definition I.3.16
If � is ordered isomorphic with the ordering onN and(f� j� 2 �)�� is a well-
behaving basis, then we will call(g1; g2; : : :) a well-behaving sequence. We
define Li := R� if N(�) = i
(that isLi = spankfg1; : : : ; gig) and we define the mapl : � N � N ! N(i; j) 7! min<fl 2 N j gigj 2 Llg:
The mapsl� andl are related byl(N(�); N(�)) = N(l�(�; �))
for �; � 2 �.

Now it might at a first glance seem cumbersome to use special notation when an
isomorphismN : (�;��)! (N; <) exists. Beside the historical reason for do-
ing this (until recently only order functions with well-behaving sequences were
considered) we will later learn, that it can actually be an advantage in many
situations, especially when we, in the last part of this thesis, construct codes.
Whenever it does not cause any confusion, we will take the freedom to write(f1; f2; : : :) instead of(g1; g2; : : :).
The connection between well-behaving bases and order domains is described by
the following two propositions.

Proposition I.3.17
Let R be ak-algebra with an order function� ! ��1, where� is ordered
by ��. Let B � Rnf0g be a set such that the restriction of� to B, that is� : B ! �, is a bijective map. ThenB is a basis forR. If we index the elements
of B by f� := f if and only if �(f) = �, thenB�;�� := (f� j � 2 �)�� is
well-behaving. We will say thatB�;�� is a well-behaving basis corresponding
to the order function�.
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Proof:
This proof is from [21, Pro, 3.12]. The fact thatB is a basis forR is proved
by induction using part (4) of proposition I.3.10. The well-behaving property
of the indexed and ordered basis follows immediately from part (O.4) of defini-
tion I.3.2. �
Proposition I.3.18
Let (f� j� 2 �)�� be a well-behaving basis of ak-algebraR. Define�(f) =�1 if f = 0, and�(f) = � where� := min��f�0 j f 2 R�0g for f 6= 0.
Then� : R! ��1 is an order function. And it is the only order function with�(f�) = � for all � 2 �. We will say that� is the order function corresponding
to the well-behaving basis(f� j� 2 �)�� .

Proof:
This proof is a slightly modification of the proof from [21, Pro. 3.14]. Property
(O.1), (O.2), (O.3) and (O.5) from definition I.3.2 follows easily. To see that
also (O.4) holds, note the following. Letf; g be nonzero elements inR. Writef = X����(f)��f�g = X����(g) ��f�:
Note that��(f); ��(g) 6= 0. We getfg = X���l(�(f);�(g)) ��f�
where�l(�(f);�(g)) 6= 0. So�(fg) = l(�(f); �(g)) and property (O.4) in def-
inition I.3.2 follows. The uniqueness follows from condition (O.3) in defini-
tion I.3.2. �
Definition I.3.19
Let B�;�� = (f� j � 2 �)�� be a well-behaving basis for ak-algebraR. ThenB := ff� j � 2 �g is said to be an order basis for the order function� : R !��1 described in proposition I.3.18. SimilarB� := (f� j � 2 �) is said to
be an indexed order basis for the order function� : R ! ��1 described in
proposition I.3.18. In general a subsetB � Rnf0g is said to be an order basis
if there exists a well-behaving basisB�;�� = (f� j � 2 �)�� st.B = ff� j � 2�g.
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Remark I.3.20
Let (f� j� 2 �)�� be a well-behaving basis corresponding to an order function�. Replacing for every� 2 � (in turn)f� byX�0�����0f�0
where��0 2 k, only finitely many��0 ’s are nonzero and�� is nonzero, we get a
new well-behaving basis (with respect to�). It is clear that every well-behaving
basis forR with respect to� can be found from(f� j� 2 �)�� in this way.

Remark I.3.21
LetR be an order domain with an order function� : R ! ��1. ThenR� andl� are independent of the choice of order basis. In particular it follows from
remark I.3.11 thatl�(�; �) = �(fg) wheref; g 2 R are any elements such that�(f) = � and�(g) = �.

We conclude this section with a discussion of O’Sullivan’s version of an order
function. From [30] and [31] we have the following definition.

Definition I.3.22
LetR be a finitely generated domain3 overk. An order function onk is a mapo : R! N0 [ f�1g which satisfies the following conditions(O0:1) the setLa := fr 2 R such thato(r) � ag

is ana+ 1 dimensional vector space overk(O0:2) if f; g; z 2 R andz is nonzero theno(f) > o(g) implieso(zf) > o(zg):
If we replace�1 with �1 then it is clear (as also noted in [30] and [31]) that
this definition is more or less equivalent to the one from [20], [21] and [33]. The
only difference is that O’Sullivan requires surjectivity on N0 , requiresR to be
finitely generated and exclude the caseR = k. Now using the notation from this
thesis, and [13], any order function� : R! ��1 where(�;��) is isomorphic
to (N; <), can be translated to an order function of O’Sullivan’s type. So in the
case of� being ordered isomorphic withN, the difference in definition is again
only a matter of point of view.

3That is, a finitely generated integral domain
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I.3.2 Weight functions

Remark I.3.21 ensures that we can define a binary operation� on��1 in the
following way.

Definition I.3.23
Let � : R 7! ��1 be an order function. Define� by the following rule. For
any�; � 2 ��1 then�� � := 
 if and only if there existf; g; h 2 R such that�(f) = �, �(g) = �, �(h) = 
 and�(fg) = �(h).
This was also observed in [30] and in [31]. It is clear that(�;�; 0;��) is a well-
ordered semigroup. From [37] we have the following result concerning torsion
free semigroups(�;�; 0) (recall from definition I.2.3 thatD(�) denotes the
corresponding group of differences).

Lemma I.3.24
If (�;�; 0) is a torsion free semigroup generated byn elements, then for somer � n the group(D(�);�; [0; 0℄) is isomorphic to(Zr;+;0), where+ is the
usual addition.

Remark I.3.25
Let � : R 7! ��1 be any order function. From lemma I.3.24 we conclude
that whenever� is finitely generated, then(�;�; 0) is isomorphic to(N;+;0)
whereN is a subset ofNr0 for somer.
In [20], [21] and [33] a weight function is an order function� : R 7! ��1 � N0 [ f�1g
such that �(fg) = �(f) + �(g) (I.3.8)

wheneverf; g 2 R (here+ is the usual addition onN0 ).
In our case� does not possess a binary operation from the beginning. However
with the operation� on� induced by the order function all order functions will
satisfy requirement (I.3.8). The operation� is not really practical in use, as it
requires knowledge about the order function to use it. Actually it is specified
by the infinite indexed order basis. This is the motivation for the following
definition from [13].

Definition I.3.26
Let R be ak-algebra. A weight function is a surjective map� : R 7! ��1
where(�;+; 0;��) is a well-ordered semigroup, such that the conditions(O:1);
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holds. We call(�;+; 0;��) the value semigroup of�. And when+; 0;�� is
clear from the context, then we take the freedom to talk aboutthe value semi-
group�.

Clearly condition(O:4) is superfluous. Note that the definition in [20], [21] and
[33] covers a special case of definition I.3.26. A thorough treatment of weight
functions with value semigroup contained inN0 can be found in [21].

In all of the examples of weight functions that are considered in this thesis, the
well-ordered semigroup will be(� � Nr0 ;0;+;��) (I.3.9)

(for somer) where+ is the usual addition onNr0 , and�� is the restriction
of a monomial ordering�Nr0 on Nr0 . Rather than specifying the well-ordered
semigroup (I.3.9) every time, we will simply speak about a weight function� : R 7! ��1(� Nr0 [ f�1g);
where� is ordered by��.

Remark I.3.27
One of the main advantages of using definition I.3.2 of an order function, in-
stead of the definitions of an order function given by Høholdtet. al., and by
O’Sullivan, is the following. By using definition I.3.2 one can understand any
order function as a weight function. And whenever an order function� : R !��1 is given, where� is finitely generated, then the isomorphism from lemma
I.3.24 describes a weight function�0 : R ! �0�1, where�0 � Nr0 for somer.
The order funtions� and�0 are basically the same, but the later is much easier
to work with in practice.

Example I.3.28
The order functions in example I.3.7, I.3.8 and I.3.9 are allweight functions.
We will call the weight function from example I.3.7 a trivialweight function.
According to proposition I.3.10 the order domain from example I.3.7 is the only
order domain overk that possesses a trivial weight function.

Consider a weight function� : R! ��1 � Nr0 [ f�1g whereNr0 is ordered
by a monomial ordering�Nr0 that is isomorphic with the admissible ordering
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onN0 . Consider a (not necessarily surjective) mapN0 : ��1 ! N0 [ f�1g
whereN0(�1) = �1 andN0(�) < N0(�) whenever� �Nr0 �, �; � 2 �. It
is easily seen that the composite mapN0(�) : R! N0(��1) � N0 [ f�1g
is an order function. However it will only in very special cases be possible to
choose the mapN0 in a way s.t.N0(�) becomes a weight function also. What is
required forN0(�) to be a weight function is thatN0 is an isomorphism wrt.+.

Example I.3.29
Consider the order function� from example I.3.9. There does not exist any mapN0 : N20 ! N0 such thatN0(�) : k[X;Y ℄! N0(N20 [ f�1g)
is a weight function.

I.3.3 Permutation equivalent well-behaving bases

In this section we will introduce the concepts of permutation equivalent well-
behaving bases and equivalent order functions.

Definition I.3.30
Let ak-algebraR be given. Two well-behaving bases forR(f� j� 2 �)��
and � ~f~� j ~� 2 ~���~�
are said to be permutation equivalent if there exists a map� : ~�! knf0g such
that ff� j � 2 �g = f�(~�) ~f~� j ~� 2 ~�g:
The most trivial example of permutation equivalent well-behaving bases are ob-
viously the following.

Example I.3.31
If two well-behaving bases forR defines the same order basis, then they are
permutation equivalent (the�-map from definition I.3.30 is simply identical1,
in this case).
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Remark I.3.32
The permutation equivalence is an equivalence relation on the set of well-behaving
bases corresponding toR. Note that every single order function defines (in-
finitely) many of these equivalence classes.

Definition I.3.33
Let (f� j� 2 �)�� and

� ~f~� j ~� 2 ~���~� be permutation equivalent well-behaving

bases (notation as in definition I.3.30). Assume that if�1; �2 2 � and~�1; ~�2 2 ~�
are any elements such thatf�1 = �(~�1) ~f~�1 ; f�2 = �(~�2) ~f~�2 ; and�1 �� �2
then necessarily ~�1 �~� ~�2:
Then we will say that the well-behaving bases are equivalent.

Remark I.3.34
The equivalence from definition I.3.33 is an equivalence relation on the set of
well-behaving bases corresponding toR.

Proposition I.3.35
Let � : R ! � (� ordered by��) and~� : R ! ~� (~� ordered by�~�) be order
functions with corresponding well-behaving basesB�;�� = (f� j� 2 �)�� and ~B~�;�~� = � ~f~� j ~� 2 ~���~�
respectively. IfB�;�� is equivalent to~B~�;�~� , then for every order basis with
respect to� there exists an equivalent order basis with respect to~�.

Proof:
Using the notation from definition I.3.30 we have by assumption a map� : ~�!knf0g such that ff� j� 2 �g = f�(~�) ~f~� j ~� 2 ~�g: (I.3.15)

By remark I.3.20 ��(~�) ~f~� j ~� 2 ~���~� (I.3.16)
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is again a well-behaving basis for~�. Now also from remark I.3.20 any well-
behaving basis related to� sayB1�;�� can be constructed fromB�;�� by replac-
ing for any� 2 �, f� by a finite linear combinationX�0��� ��0f�0 (where��0 2 k)
such that�(f�) = �(P�0��� ��0f�0). Now let�~�0 := ��0 if and only if f�0 =~��0 ~f~�0 . Define ~f (1)~� := X�0����~�0�~�0 ~f~�0 :
By definition I.3.33 we have�(f~�) = �( ~f (1)~� ). So~B1~�;�~� := f ~f (1)~� j ~� 2 ~�g
is a well-behaving basis for~�. ClearlyB1�;�� is equivalent to~B1~�;�~� . �
Definition I.3.36
Let � : R ! ��1 and ~� : R ! ~��1 be order functions. If there exists a
well-behaving basis for� that is equivalent to a well-behaving basis for~�, then
we will say that� is equivalent to~�.

Remark I.3.37
Proposition I.3.35 ensures that the equivalence from definition I.3.36 is an equiv-
alence relation on the set of order functions onR4. We will in general not dis-
tinguish two equivalent order functions from each other.

We illustrate the concepts introduced above with a discussion of the set of order
functions onk[X;Y ℄ for which the set of monomials inX;Y constitutes an
order basis. It may seem in the following, as if we use much to heavy machinery
to describe something, that is really not very complicated.The reason for doing
this is, that the chosen machinery will be very suitable, when we are to consider
more complicatedk-algebras later in this material.

4A natural question is, if also the permutation equivalence on the set of well-behaving bases
of a given order domainR, imposes an equivalence relation on the set of order functions onR.
A strategy to construct such an equivalence relation, couldbe to choose for every order function
a unique related well-behaving basis. However it is not at all clear how one should choose these
related well-behaving bases in a systematic way.
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Example I.3.38
Define the ordering�i on N0 � R+ , i = 1; 2 to be the graded lexicographic
ordering with lexpart given by(0; 1) �lex (1; 0) for i = 1;(1; 0) �lex (0; 1) for i = 2: (I.3.17)

For anya 2 R+ andi 2 f1; 2g we define a weight function�a;i : k[X;Y ℄! N0 � R+XS [ f�1g; i = 1; 2
as follows. OrderN20 by�i and define�a;i(X) = (1; 0);�a;i(Y ) = (0; a):
It is clear that the set B := fX�Y � j �; � 2 N0g
in each of the above cases constitutes an order basis. The corresponding well-
behaving bases are obviously pairwise permutation equivalent. And �a;i is
equivalent to�~a;~i only if a = ~a andi = ~i.
In the following we will, for each positive numbera andi 2 f1; 2g, construct a
new order function equivalent to�a;i. We fix one of the above order functions,
say� := �1;1. That is� is induced by�(X) = (1; 0) and�(Y ) = (0; 1), andN20
is ordered by�1. Next we change the ordering onN20 . For eacha; i we orderN20 by the weighted degree lexicographic ordering�a;i with weightsw((1; 0)) = 1; w((0; 1)) = a
and with lexpart as in (I.3.17). Now using this ordering onN20 we get a weight
function �0a;i : � k[X;Y ℄ ! N20 [ f�1gF 7! �(F ) wheneverF is inB (I.3.20)

that is equivalent to�a;i.
Next we introduce two order functions that are not captured by the above de-
scriptions but can be described very similar to (I.3.20). Inparticular these two
order functions will possess order bases consisting of the monomials inX;Y .
First orderN20 by the (pure) lexicographic ordering where(0; 1) �lex (1; 0) and
define �01(F ) := �(F ) wheneverF 2 B:
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Next orderN20 by the (pure) lexicographic ordering where(1; 0) �lex (0; 1) and
define �00(F ) := �(F ) wheneverF 2 B:
Note that�01 and�00 do not possess well-behaving sequences.
Altogether we can consider�0a;i, a 2 R+ , i = 1; 2, �01 and�00 as being defined
from � by changing the ordering onN20 . Geometrically the process of orderingN20 can be understood as follows. We first describe the case�0a;i. Let la be the
line through(0; 0) with slope� = a. Given two different points(
1; d1) and
2; d2) in N20 then we can decide which is the smallest (wrt.�a;i) by projecting
the points ontoP1 andP2 on la. If they are not projected to the same point then(
1; d1) �a;i (
2; d2)
if and only if dist((0; 0); P1) < dist((0; 0); P2)
and vice versa. If on the other handP1 = P2 (this can only happen ifa 2 Q)
then we use the lexpart of�a;i on (
1; d1) and(
2; d2).
Turning our attention to the order functions�01 and�00 then we can give a simi-

(c1,d1)

(c2,d2)

P2P1

lα

Figure I.3.1: The situation for� = 12
lar description wherel1 is the vertical line through origo andl0 is the horizontal
line through origo. We will take the freedom to say thatl1 has slope� =1.

Inspired of example I.3.38 we have the following definition.
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Definition I.3.39
Let B� = (f� j � 2 �) be an indexed basis for ak-algebraR. We will say that
an ordering�� on� is a legal ordering wrt.B� if B�;�� is a well-behaving basis
(in this case of course� can be extended to an order function� : R! ��1).

Remark I.3.40
In the special case of an indexed basisB� = (f� j � 2 �) where� � N20 ,
we will some times say that a slope� 2 R+ is legal (using the notation from
example I.3.38) if there exists ani 2 f1; 2g such that�a;i is legal. We use
similar notation in the case of� =1 or � = 0.

Example I.3.41
In example I.3.38 all the considered orderings onN20 were legal wrt.B�. In
particular all positive slopes� and also the slopes0 and�1 were legal wrt.B�
(giving us the one half of the set of considered order functions namely the ones
corresponding toi = 1).

In the case of� � N0 there are only one possible ordering namely<. This fact
is strongly related to the following lemma from [21, Lem. 5.16].

Lemma I.3.42
Let f be a nonzero element of a non trivial order domainR overk with a weight-
function5 � : R! ��1 � N0 [ f�1g:
Thendimk(R=hfi) = �(f) (wheredimk(W ) denotes the dimension ofW as a
vector space overk).

A natural question is the following. Given a well-behaving basisB�;�� , can
every other well-behaving basis permutation equivalent toB�;�� be found fromB�;�� by considering all possible choices of legal orderings�0� onB�? It turns
out that the answer to this question is in general negative. We illustrate this by
an example.

Example I.3.43
Consider the order domainR := k[X;Y ℄ with weight functions�1 and�2 de-
fined as follows �1(X) = (3; 3); �1(Y ) = (0; 1)
andN20 is ordered by any ordering say�(1).�2(X) = (3; 3); �2(Y ) = (1; 2)

5That is, a (non trivial) weight function according to the definition in [21].
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andN20 is ordered by any ordering say�(2).
Clearly�1 and�2 possess permutation equivalent well-behaving bases but�1(Y 3) �(1) �1(X) and �2(X) �(2) �2(Y 3)
no matter how we choose�(1) and�(2).
Example I.3.44
In example I.3.38 and I.3.43 we treated some order functionson k[X;Y ℄ that
had fX�Y � j�; � 2 N0g (I.3.28)

as an order basis. Two very natural questions arise. First, are there other weight
functions than the ones captured by our description in examples I.3.38 and I.3.43
that has (I.3.28) as an order basis? Second, what is the relation between the order
functions from example I.3.38 and example I.3.43? In the following we will see
that, up to equivalence, the set of weight functions described in example I.3.38
is the full set of weight functions with order basis (I.3.28). That is, the answer
to the first question is negative. And the two disjoint sets described in exam-
ple I.3.43 are contained (by equivalence) in the set from example I.3.38.
Let � : k[X;Y ℄ ! � be any order function with order basis (I.3.28). The or-
dering of the setf�(X�Y �) j �; � � 0g induces a unique monomial ordering
on M(X;Y ). Conversely, up to equivalence a monomial ordering�M(X;Y )
onM(X;Y ) describes an order function completely. In [31, Ex. 1.3, Ex.1.4]
O’Sullivan is concerned with detecting which monomial orderings onM(X1; : : : ;Xm), there defines order functions (of his type) onk[X1; : : : ;Xm℄.
He notes the following. Describing a monomial ordering onM(X1; : : : ;Xm)
of course corresponds to describing a monomial ordering onNm0 . We may ex-
tend this ordering to a total ordering�T on Zm. The reason for making this
extension is, that one has a very nice procedure, due to Robbiano, that describes
all total orderings onZm. Let �T be any total ordering onZm. According
to [36, x2] there existr1; : : : ; rm 2 Rm such thatv �T w if and only if there
exists ak 2 [1; : : : ;m℄ such that� v � ri = w � ri for i < kv � rk < w � rk:
Obviously,r1; : : : ; rm must be linearly independent overZ. In the particular
case, where the restriction of�T to Nm0 is a monomial ordering, further all
the coordinates ofri, i = 1; : : : ;m must be non negative. We conclude, that
the following choices ofr1 and r2 covers all possible choices of monomial
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orderings onM(X;Y ). Eitherr1 = (1; a) andr2 = (1; 0) (with a > 0), orr1 = (1; a) andr2 = (0; 1) (with a � 0), or r1 = (0; 1) andr2 = (1; 0). The
connection to our example I.3.38 is as follows. The unique monomial ordering
on (I.3.28) corresponding to�a;i (or �0a;i) is the ordering given byr1 = (1; a); r2 = � (1; 0) if i = 1(0; 1) if i = 2:
Finally the unique monomial ordering on(I.3.28) corresponding to �01 and�00
are given by �01 : r1 = (1; 0) r2 = (0; 1); (I.3.29)�00 : r1 = (0; 1) r2 = (1; 0):
We conclude, that up to equivalence, there are no other orderfunctions than the
ones from example I.3.38 that has order basis equal to (I.3.28).



I.4

Sub domains of polynomial rings

In this section we will be concerned with subalgebras of polynomial rings. We
start with an example.

Example I.4.1
Let Nm0 be ordered by any monomial ordering�Nm0 . Consider the weighted
degree lexicographic ordering�w onM (X1; : : : ;Xm) (see definition I.2.15)
given by weights w(X1); : : : ; w(Xm) 2 Nm0
that are linearly independent overZ, and by�Nm0 . We will not need a lexico-
graphic part of�w in this case. Extend the weights to a monomial function onM(X1; : : : ;Xm). Now no two different elements infM jM 2M(X1; : : : ;Xm)g (I.4.1)

are of the same weight. Implying that we can index (I.4.1) by the weights.
The nice thing now is that the indexed basis is obviously well-behaving. From
proposition I.3.18 we conclude that the functionw :M (X1; : : : ;Xm)! hw(X1); : : : ; w(Xm)i
can be extended to a weight function� : 8<: k[X ℄ ! hw(X1); : : : ; w(Xm)i [ f�1gF 7! max�Nm0 fw(M) jM 2 Supp(F )g for F 6= 00 7! �1:
and that (I.4.1) is a corresponding order basis.

We have the following simple but also very general result.

Proposition I.4.2
Let � � Nr0 be any semigroup, and let�� be any monomial ordering on�.
Then there exists an order domainR with a weight function� : R! ��1.
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Proof:
Let � be generated by� = h� j� 2 Si. By the very definition of a monomial
ordering on a sub semigroup ofNr0 ,�� is the restriction to��1 of a monomial
ordering�Nr0 on Nr0 [ f�1g. Consider the order domaink[T1; : : : ; Tr℄ with
weight function � : k[T1; : : : ; Tr℄! Nr0 [ f�1g
induced by �(T1) = (1; 0; 0; : : : ; 0)�(T2) = (0; 1; 0; : : : ; 0)

...�(Tr) = (0; 0; : : : ; 0; 1)
and by the ordering�Nr0 of Nr0 . To see that� is a weight function, just consult
example I.4.1 above. By proposition I.3.12 the restrictionof � to the subringk[T� j� 2 S℄ is a weight function with value semigroup equal to��1. �
In chapter I.6 we will see how to describe the order domains from the above
proof as quotient rings whenever� is finitely generated. The next example
demonstrates that infinitely generated order domains exist.

Example I.4.3
OrderN20 by some monomial ordering�N20 , and consider the weight function� : k[T1; T2℄ ! N20 [ f�1g induced by�(T1) = (1; 0) and�(T2) = (0; 1).
Now R := k[T1T2; T1T 22 ; T1T 32 ; : : :℄ � k[T1; T2℄
is a sub order domain with a weight function with value semigroup� = h(1; a) j a 2 Ni [ f�1g:R is not finitely generated and neither is�.
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Figure I.4.1: The value semigroup� from example I.4.3



I.5

Quotient rings

Almost all the examples of order domains in this thesis are quotient rings. That
is, they are of the formR = k[X1; : : : ;Xm℄=I whereI � k[X1; : : : ;Xm℄ is an
ideal. Up to nowI has always been the zero ideal, but we will in the following
chapters see several examples whereI is not the zero ideal. Before giving these
examples, we will in this chapter consider some general properties of quotient
rings that are order domains.

Proposition I.5.1
Let I ( k[X1; : : : ;Xm℄ be an ideal such thatR := k[X1; : : : ;Xm℄=I is an
order domain. ThenI is a prime ideal. Let� : R ! ��1 be an order func-
tion onR, where� is ordered by��, and letF be any element inI. SayF = Psi=1 aiX�(i) ; ai 2 knf0g, and�(k) 6= �(l), for k 6= l. There are two
possibilities(1) X�(1) ; : : : ;X�(s) 2 I(2) if an enumeration of the�(i)’s is chosen such that�(X�(1) + I) �� �(X�(2) + I) �� : : : �� �(X�(s) + I);

then�(X�(1) + I) = �(X�(2) + I) �� 0:
Proof:
That I is a prime ideal follows immediately from the fact that an order do-
main is an integral domain (see proposition I.3.3). Possibility (1) corresponds
to the case�(X�(i) + I) = �1; i = 1; : : : ; s. Assume that we are not in
this case, and let an enumeration as described in (2) be chosen. By assumption,�((X�(1) + I) �� 0. Now if �((X�(1) + I) �� �((X�(2) + I) then nec-
essarily�(F + I) = �(X�(1) + I) �� 0. This is a contradiction, asF 2 I
implies�(F +I) = �1. We conclude�(X�(1)+I) = �(X�(2)+I) �� 0. �
Proposition I.5.4, at the end of this chapter, states that wewlog. may assume
that only possibility (2) from the above proposition occurs. Further it states that
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we may assume that the inequality in�(X�(1) + I) = �(X�(2) + I) �� 0
is strict. To derive this proposition we will need a few lemmas.

Lemma I.5.2
LetR = k[X1; : : : ;Xm℄=I be an order domain with an order function�. Con-
sider a vector� = (�1; : : : ; �m) s.t. �(X� + I) = 0.1 For any indexi, s.t.�i 6= 0, we haveXi � 
i 2 I for some
i 2 knf0g.
Proof:
We first show that�(Xi + I) = 0, wheneveri is an index s.t.�i 6= 0. Consider
a decomposition X� + I = (X� + I)(X
 + I):
On the one hand neither�(X� + I) nor �(X
 + I) can be equal to�1, as

this would implyX� + I = I. On the other hand neither�(X� + I) nor�(X
 + I) can exceed0. Assume namely that�(X� + I) �� 0. But then
from part (O.4) of definition I.3.2 and from part (3) of proposition I.3.10 we
would have�(X� + I) �� �(X
 + I) �� 0, a contradiction.
To complete the proof we observe from part (3) of propositionI.3.10 and part
(O.1) from definition I.3.2 that�(Xi+ I) = 0 impliesXi+ I = 
i+ I for some
i 2 knf0g. That isXi � 
i 2 I. �
Lemma I.5.3
Consider indeterminatesX1; : : : ;Xr; Y1; : : : ; Ys and constants
1; : : : ; 
r 2 knf0g.
DenoteX = (X1; : : : ;Xr), Y = (Y1; : : : ; Ys) and
 = (
1; : : : ; 
r). The quo-
tient ringk[X;Y ℄=hX1 � 
1; : : : ;Xr � 
r; F1(X;Y ); : : : ; Ft(X;Y )i
is isomorphic with the quotient ringk[Y ℄=hF1(
;Y ); : : : ; Ft(
;Y )i:
Proof:
DenoteI := hF1(
;Y ); : : : ; Ft(
;Y )i � k[Y ℄. Consider the homomorphism' : � k[X;Y ℄ ! k[Y ℄=IG(X ;Y ) 7! G(
;Y ) + I:

1The equality for instance holds for� = 0
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We want to show thatker(') = hX1 � 
1; : : : ;Xr � 
r; F1(X;Y ); : : : ; Ft(X;Y ) (I.5.2)=: J:
The rhs. of (I.5.2) is obviously contained in the lhs. We needto show that also
the lhs. is contained in the rhs. From the following calculationsXiP (X;Y ) + (Q(X ;Y ) + J)= �(Xi � 
i)((X ;Y ) +XiP (X;Y ) + (Q(X;Y ) + J= 
iP (X;Y ) + (Q(X ;Y ) + J)
we conclude, thatH(X;Y ) 2 J if and only if H(
;Y ) 2 J . In particularI � J . LetG(X ;Y ) 2 ker('). We haveG(
;Y ) 2 I ) G(
;Y ) 2 J ) G(X ;Y ) 2 J:
And (I.5.2) is shown to hold. The lemma now follows from The Fundamental
Homomorphism Theorem (see [9, Th. 5.7]). �
Proposition I.5.4
Consider an order domain that can be described as a quotient ringR = k[X1; : : : ;Xm℄=I. Then one may wlog. assume that the following holds. IfP (X) 2 I then there are two monomialsX�1 ;X�2 2 Supp(P ) (�1 6= �2)
s.t. �(X�1 + I) = �(X�2 + I) �� 0;
and s.t.�(X
 + I) �� �(X�1 + I) for all X
 2 Supp(P ).
Proof:
The proposition follows by combining proposition I.5.1, lemma I.5.2 and
lemma I.5.3. �



I.6

Toric rings

Consider any semigroup� � Nr0 ordered by a monomial ordering��. In the
proof of proposition I.4.2 we showed how one can find a sub order domainR
of a polynomial ringk[X1; : : : ;Xr℄, such thatR possesses a weight function
with value semigroup equal to��1. In this section we will be concerned with
the special case where� is finitely generated. Say� = h�1; : : : ;�mi. We will
describe a method to detect a quotient ringk[X1; : : : ;Xm℄=I which is an order
domain with a weight function with value semigroup equal to�.

I.6.1 Toric order domains

The ideals we will consider are examples of what is known in the literature as
toric ideals. An introduction to toric ideals can be found in[40]. In general a
toric ideal is defined from a setA = fa1; : : : ;amg � Zr. However we will
only be concerned with the toric ideals generated by setsf�1; : : : ;�mg � Nr0 .
These can be defined as follows.

Definition I.6.1
Consider a setf�1; : : : ;�mg � Nr0 . Define a monomial functionw : Mm !Nr0 byw(X1) = �1; : : : ; w(Xm) = �m. The idealI := hXu �Xv j w �Xu� = w �Xv�i � k[X1; : : : ;Xm℄
is called the toric ideal related to� := h�1; : : : ;�mi.
A result similar to the last part of the following proposition can be found in [40].
However our proof differs from the one given there.

Proposition I.6.2
Let a semigroup� = h�1; : : : ;�mi � Nr0 be given. Let�Nr0 be any monomoial
ordering onNr0 , and let�� be the restriction of�Nr0 to �. Let I be the toric
ideal related to�. We have
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(1) k[X1; : : : ;Xm℄=I is an order domain with a weight function with value
semigroup equal to��1.

(2) The following procedure finds generators ofI.
Procedure: WriteT := (T1; : : : ; Tr) andX = (X1; : : : ;Xm). Consider
the lexicographic ordering�lex on k[T ;X ℄ given byXm �lex � � � �lexX1 �lex Tr �lex � � � �lex T1. ExpandfT�1 �X1;T�2 �X2; : : : ;T�m �Xmg
to a Gröbner basisG wrt. �lex. Let GX := G \ k[X ℄, we haveI =hGXi � k[X℄.

Proof:
(1): Following the lines of the proof of proposition I.4.2, we consider the order
domaink[T ℄ with weight function� : k[T ℄! Nr0 [ f�1g induced by�(T1) = (1; 0; 0; : : : ; 0)�(T2) = (0; 1; 0; : : : ; 0)

...�(Tr) = (0; 0; : : : ; 0; 1)
and by the ordering�Nr0 on Nr0 . As noted in the proof of proposition I.4.2 the

restriction of� to k[T�1 ; : : : ;T�m ℄ is a weight function with value semigroup
equal to��1.

Consider the map' : ( k[X1; : : : ;Xm℄ ! k[T�1 ; : : : ;T�m ℄F (X1; : : : ;Xm) 7! F (T�1 ; : : : ;T�m):
Clearly ' is a homomorphism. So according to the Fundamental Homomor-
phism Theoremker(') is an ideal and� : ( k[X1; : : : ;Xm℄= ker(') ! k[T�1 ; : : : ;T�m ℄F (X1; : : : ;Xm) + ker(') 7! F (T�1 ; : : : ;T�m):
is an isomorphism. Note that'(a) = a for any a 2 k. We conclude thatR := k[X1; : : : ;Xm℄= ker(') is an order domain with a weight function�' : 8<: R ! h�1; : : : ;�mif = F (X1; : : : ;Xm) + ker(') 7! �(�(f))= �(F (T�1 ; : : : ;T�m)):



I.6.1. Toric order domains 39

In the following we will determineker('). Consider the toric idealI := hXu �Xv j w �Xu� = w �Xv�i= hXu �Xv j '(Xu) = '(Xv)i � k[X1; : : : ;Xm℄:
We claim thatker(') = I. It is obvious thatI � ker('). It remains to proveker(') � I. To this end, consider a polynomialF = sXi=1 kiX�i 2 ker(') (I.6.4)

whereki 6= 0 for i = 1; : : : ; s. Now'(F ) = 0+ sXi=1 ki'(X�i) = 0:
Note that in general, monomials inX1; : : : ;Xm is mapped to monomials inT1; : : : ; Tr under'. And recall that the monomials ink[T ℄ are linearly indepen-
dent. From these facts we conclude that there exist indices,say1 � j1 < � � � <ju < s such that '(X�j1 ) = � � � = '(X�ju ) = '(X�s)
and such thatks + (kj1 + � � �+ kju) = 0. Now replaceks with(�kj1 � � � � � kju)
in (I.6.4) to getF = Xi 2 fi; : : : ; s� 1gi 6= j1; : : : ; ju kiX�i + uXv=1 kjv(X�jv �X�s):
The last sum clearly is contained inI, and the first sum is mapped to zero under'. Observe that the first sum contains fewer monomials thanF does. We now
repeat the above procedure on the first sum. Continuing this way, we will finaly
end up with a left sum equal to0. SoF is a sum of elements inI. We have
shownker(') � I. All togetherI = ker(').
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(2): Consider ~I := hX1 � T�1 ; : : : ;Xm � T�mi � k[T ;X℄:
We claim thatI = ~I \ k[X ℄, that isI is an elimination ideal. To prove this
consider the map : � k[T1; ::; Tr;X1; ::;Xm℄ ! k[T1; ::; Tr℄F (T1; ::; Tr ;X1; ::;Xm) 7! F (T1; ::; Tr; '(X1); ::; '(Xm)):
Now clearlyI = ker( ) \ k[X ℄, so to prove our claim it suffices to show thatker( ) = ~I. The inclusion~I � ker( ) is obvious. To see thatker( ) � ~I, note
that any polynomialF (T ;X) 2 k[T ;X℄ can be writtenF (T ;X) = G(T ) + mXi=1(Xi � T�i)Hi(T ;X): (I.6.8)

Now if F (T ;X) 2 ker( ) then by using on the rhs. of (I.6.8) we see that (G(T )) = 0. But (G(T )) = G(T ), that isF (T ;X) = mXi=1(Xi � T�i)Hi(T ;X) 2 I: (I.6.9)

Finally, the procedure described in (2) is just a well-knownprocedure from elim-
ination theory to find a Gröbner basis for an elimination ideal (see [4, Ch. 3x3
Th. 2]). �
Proposition I.6.2 suggests the following definition.

Definition I.6.3
Let I � k[X1; : : : ;Xm℄ be a toric ideal according to definition I.6.1. We say
thatk[X1; : : : ;Xm℄=I is a toric order domain.

Example I.6.4
Consider the semigroup� := h(0; 2); (0; 3); (1; 1); (2; 0)i � N20 :
and consider any monomial ordering�N20 onN20 . If we expandfT 22 �X1; T 32 �X2; T1T2 �X3; T 21 �X4g to a Gröbner basis as described in proposition I.6.2
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we getG = fT 22 �X1; T 32 �X2; T1T2 �X3; T 21 �X4; T2X1 �X2;T1X1 � T2X3; T2X2 �X21 ; T1X2 �X1X3;X31 �X22 ;T1X3 � T2X4;X1X4 �X23 ; T2X23 �X2X4;X21X23 �X22X4;X1X43 �X22X24 ;X22X34 �X63g:
Now I = hX31 �X22 ;X1X4 �X23 ;X21X23 �X22X4;X1X43 �X22X24 ;X22X34 �X63 i
andk[X ℄=I is an order domain with a weight function� : k[X ℄=I �! ��1
induced by�(X1 + I) = (0; 2), �(X2 + I) = (0; 3), �(X3 + I) = (1; 1) and�(X4 + I) = (2; 0) and by the restriction of�N20 to�.

The next example shows the necessity of the procedure from proposition I.6.2.

Example I.6.5
Consider the semigroup� = h7; 9; 13i. Using the procedure from proposi-
tion I.6.2 one can construct an order domainR = k[X1;X2;X3℄=I with a
weight function� : R ! ��1 induced by�(X1 + I) = 7, �(X2 + I) = 9,�(X3 + I) = 13. In this example we will see what happens if one tries to con-
struct the toric idealI without using the procedure from proposition I.6.2. The
polynomialsF1 := X72 �X91 F2 := X73 �X131 F3 := X93 �X132
are obviously contained in the toric idealI. So we could hope that they actu-
ally generatesI. To investigate if this is the case we expandfF1; F2; F3g to a
Gröbner basis. We do this with respect to the weighted degree lexicographic
ordering given by weightsw(X1) = 7, w(X2) = 9, w(X3) = 13 and with
lexicographic part given byX1 �lex X2 �lex X3. After a following reduction
we get a Gröbner basisfF 01; F 02; F 03; F 04; F 05g whereF 01 := F1 F 02 := F2 F 03 := X3X42 �X71F 04 := X3X21 �X32 F 05 := X63X32 �X151 :
The corresponding footprint isfX�1 X�2 j� < 7g [ fX�1 X�2X
3 j 0 < 
 < 6; � < 2; � < 4g[fX�1X�2X63 j� < 2; � < 3g:
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Now w �X31X22� = w �X33� = 39 and bothX31X22 andX33 are elements in the
footprint, that is X33 �X31X22 6 2hF1; F2; F3i:
To construct the desired ideal we will have at least to addF 06 := X33 � X22X31
as a generator. Expanding nextfF 01; : : : ; F 06g to a Gröbner basis we get after
reduction a Gröbner basisfF 001 ; F 002 ; : : : ; F 005 g whereF 001 := X72 �X91 ; F 002 := X3X42 �X71 ; F 003 := X3X21 �X32F 004 := X33 �X22X31 ; F 005 := X23X2 �X51 :
The footprint ofhF 001 ; : : : ; F 005 i is given byfX�1X�2 j� < 7g [ fX�1X�2X3 j� < 2; � < 4g [ fX�1X23 j� < 2g:
Now, no two different monomials in this footprint has the same weight. From
this fact it is an easy task to show that actuallyhF 001 ; : : : ; F 005 i = I. That is we
have found the desired toric ideal.

Example I.6.6
Forn � 2 consider the2 � n matrix [X℄ij of variablesXij . As usual we writeX := (X11;X12; : : : ;X2n). Denote byF the set of all2 � 2 minors in(X)ij ,
and letI be the ideal ink[X℄ generated byF . We will show thatI is a toric
ideal, and it will follow from proposition I.6.2 thatk[X ℄=I is an order domain.
Let weight vectors,w(Xij) 2 Nn+10 nf0g, be given as in figure I.6.1 and letNn+10 be ordered by any monomial ordering.2666664 I2�2 I2�2 I2�2 � � � I2�2J1�2 J1�2

.. . J1�2
3777775

Figure I.6.1:I2�2 denotes the2 times2 identity matix, whereasJ1�2 denotes
the1 times2 matrix with a1 in both entries. The first two columns
correspond tow(X11), w(X21). The next two columns tow(X12),w(X22) and so on.

Every2 � 2 minor, of course contains, precisely two terms, and it is seen from
figure I.6.1 that these two terms are of the same weight. It is also seen, that if



I.6.2. The variety of a toric ideal 43

two monomials are of the same weight, then either they are equal or there exists
a minorM1 �M2, such thatM1 divides the one of them andM2 divides the
other. We have shown thatI is a toric ideal.

I.6.2 The variety of a toric ideal

We adopt the definition of a variety from [4].

Definition I.6.7
Given a fieldk and an idealI � k[X1; : : : ;Xm℄ then the variety ofI isVk(I) := fa 2 km j P (a) = 0 8 P 2 Ig:
We note that some authors refer to the set in definition I.6.7 as an algebraic set,
and use the word variety in another meaning than the one from the above defi-
nition.

In the following we will be concerned with the size of the variety VFq (I) of a
toric ideal. The reason for this interest will become clear in chapter I.11, where
we describe how one, from an order domaink[X ℄=I, can easily construct codes
overFq of length up to#VFq (I).
We first investigate the special case� � N0 , that is the case whereT = T1. In
this special case it turns out that#VFq (I) = q (I.6.11)

for any toric ideal. This result can be derived using arguments from algebraic
function field theory. However we will prefer to show the result using simpler
machinery. Our proof only relies on simple combinatorics and some results from
elimination theory, that we are going to introduce anyway. The following result
known as The Extension Theorem, will be essential for the discussions below.
For a proof see [4].

Theorem I.6.8
Consider an idealI = hF1; : : : ; Fsi � k[Z1; : : : ; Zm℄ wherek is algebraically
closed. Denote the first elimination ideal byI1 := I \ k[Z2; : : : ; Zm℄. For eachi, 1 � i � s, writeFi on the formFi = Gi(Z2; : : : ; Zm)ZNi1 +R(Z1; : : : ; Zm); (I.6.12)
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wheredegZ1(R) < Ni, Ni � 0 andGi 2 k[Z2; : : : ; Zm℄ is nonzero. Suppose
that a solution(a2; : : : ; am) 2 Vk(I1) is given. If(a2; : : : ; am) 62 Vk(G1; : : : ; Gs)
then there existsa1 2 k such that(a1; a2; : : : ; am) 2 Vk(I).
We will also need the following obvious lemma.

Lemma I.6.9
With the notation from proposition I.6.8 define the map� : � Vk(I) ! Vk(I1)(a1; : : : ; am) 7! (a2; : : : ; am): (I.6.13)

Then�(Vk(I)) � Vk(I1).
We now have the machinery to prove (I.6.11).

Proposition I.6.10
Let a1; : : : ; am 2 N be given withg
d(a1; : : : ; am) = 1. Let I1 be the corre-
sponding toric ideal, that is defineI := hX1 � T a1 ;X2 � T a2 ; : : : ;Xm � T ami � Fq [T;X1; : : : ;Xm℄;
and I1 := I \ Fq [X1; : : : ;Xm℄:
We have#VFq (I1) = q.
Proof:
The proof consists of three parts. In the first part we show that�(V�Fq (I)) = V�Fq (I1): (I.6.15)

In the second part we show that if(t; ta1 ; ta2 ; : : : ; tam) 2 V�Fq (I) withta1 ; ta2 ; : : : ; tam 2 Fq then alsot 2 Fq . Part one and two together establish�(VFq (I)) = VFq (I1): (I.6.16)

Finally in the third part we show that there does not existt 6= t0 such that(ta1 ; ta2 ; : : : ; tam) = (t0a1 ; t0a2 ; : : : ; t0am):
Comparing with (I.6.16) we get#VFq (I) = #VFq (I1). The proposition now
follows from the fact, that#�(VFq (I)) = q.
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Part 1:
Using the notation from theorem I.6.8 we haveG1 = G2 = : : : = Gm = 1.
SoVFq (hG1; : : : ; Gmi) = ;. From theorem I.6.8 we conclude that (I.6.15) is
satisfied.

Part 2:
Assume(t; ta1 ; : : : ; tam) 2 V�Fq (I) and thatta1 ; : : : ; tam 2 Fq . From the as-
sumption thatg
d(a1; : : : ; am) = 1 we have that there existk1; : : : ; km 2 Z
such that a1k1 + a2k2 + � � � amkm = 1:
So we can write t = ta1k1+a2k2+���+amkm= (ta1)k1 (ta2)k2 � � � (tam)km 2 Fq :
Part 3:
Assume (ta1 ; ta2 ; : : : ; tam) = �t0a1 ; t0a2 ; : : : ; t0am� :
From the proof of part 2 we havet = (ta1)k1 (ta2)k2 � � � (tam)km
and t0 = �t0a1�k1 �t0a2�k2 � � � �t0am�km :
It follows thatt = t0. �
The following examples show that a result equivalent to proposition I.6.10 does
not hold when� � Nr0 , � 6� Nr�10 with r > 1.

Example I.6.11
Consider the idealI � Fq [X11;X21;X12;X22;X13;X23℄ generated by the2 � 2 minors of the2 � 3 matrix [Xij ℄ of indeterminates. OrderN40 by any
monomial ordering. In example I.6.6 we saw thatI is a toric ideal, and thatFq [X11; : : : ;X23℄=I is an order domain with a weight function� : Fq [X11; : : : ;X23℄=I ! ��1
induced by �(X11) = (1; 0; 0; 0); �(X21) = (0; 1; 0; 0)�(X12) = (1; 0; 1; 0); �(X22) = (0; 1; 1; 0)�(X13) = (1; 0; 0; 1); �(X23) = (0; 1; 0; 1): (I.6.17)
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One might, from proposition I.6.10, and from the fact that� � N40 but� 6� N30 ,
get the idea, that the varietyVFq (I) contains preciselyq4 points. This is however
not the case. Assume for instance thatq = 2, by inspection we find#VF2 (I) =22 > 24 = 16.

The following example explains why a result equivalent to proposition I.6.10
does not hold when� � Nr0 , � 6� Nr�10 with r > 1.

Example I.6.12
Let� � N30 be generated as a semigroup by� := h(1; 0; 0); (1; 0; 1); (0; 1; 0); (0; 1; 1)i:
Now the corresponding toric idealI � Fq [X1; : : : ;X4℄ is found in the following
way. ExpandH := fX1 � T1;X2 � T1T3;X3 � T2;X4 � T2T3g
to a minimal Gröbner basisG with respect to the lexicographic ordering given
by X4 �lex X3 �lex X2 �lex X1 �lex T3 �lex T2 �lex T1:
We getG = fT1 �X1; T2 �X3; T3X3 �X4; T3X1 �X2;X1X4 �X2X3g:
Consider the elimination idealsI0 := hHiI1 := hHi \ Fq [T2; T3;X1; : : : ;X4℄I2 := hHi \ Fq [T3;X1; : : : ;X4℄I3 := hHi \ Fq [X1; : : : ;X4℄:
We know from proposition I.6.2 thatR := Fq [X1; : : : ;X4℄=I3 is an order do-
main with a weight function� : R! ��1. Actually this is again a special case
of example I.6.6.
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Let �1, �2 �3 and�� be the projections given by�1 : � V�Fq (I0) ! �F6q(t1; t2; t3; x1; : : : ; x4) 7! (t2; t3; x1; : : : ; x4)�2 : � V�Fq (I1) ! �F5q(t2; t3; x1; : : : ; x4) 7! (t3; x1; : : : ; x4)�3 : � V�Fq (I2) ! �F4q(t3; x1; : : : ; x4) 7! (x1; : : : ; x4)�� : � V�Fq (I0) ! �F4q(t;x) 7! (x):
In the following we will investigate the connection between��(VFq (I0)) andVFq (I3).
From lemma I.6.9 we know that��(V�Fq (I0)) � V�Fq (I3): (I.6.20)

Our first concern will be to investigate if two different points inVFq (I0) can be
projected to the same point under��. That this actually can be the case is seen
by the following example. Let namelyq = 2. Now both(t;x) = (0; : : : ; 0) and(t0;x0) = (0; 0; 1; 0; 0; 0; 0) are contained inVFq (I0) but��(t;x) = ��(t0;x0).
In this particular example it is further easily shown that��(V�F2 (I0)) \ F42 =��(VF2 (I0)). We note that we can not expect that a similar result holds in gen-
eral. By inspection we find that#��(V�F2 (I0)) \ F42 = #��(VF2 (I0)) = 7:
Next we will show that the inclusion in (I.6.20) can be proper. From proposi-
tion I.6.8 we know that�1(V�Fq (I0)) = V�Fq (I1), because the coefficient to the
highest power ofT1 in the polynomialT1 � X1 2 I0, viewed as a polynomial
in T1, is equal to1, a constant. In the same way we see that�2(V�Fq (I1)) =V�Fq (I2). But under the final mapping�3 completely different things happen.
Now I2 = hT3X3 �X4; T3X1 �X2;X1X4 �X2X3i:
We investigate the coefficients to the highest power ofT3 namelyX3, X1 ,(X1X4 � X2X3). Let us again consider the situation whereFq = F2 . We
have the following four elements inVF2 (hX3;X1;X1X4 � X2X3i), namely(0; 0; 0; 0), (0; 1; 0; 0), (0; 1; 0; 1) and(0; 0; 0; 1). The extension theorem tells
us that these four points are candidates for points lying inVF2 (I3) but not in��(V�F2 (I2)). Inspection shows that the last three points are not contained in
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All together we have located the10 points that constituteVF2 (I3).



I.7

Pellikaan’s factor ring theorem

In this chapter we will introduce a very important theorem byPellikaan. Using
this theorem one can recognize a very large class of quotientrings as order
domains.

I.7.1 The theorem

In example I.4.1 we considered the weighted degree lexicographic ordering onM (X1; : : : ;Xm), given by weightsw(X1); : : : ; w(Xm) 2 Nm0
that are linearly independent overZ, and by a monomial ordering�Nm0 onNm0 .
We extended the weights to a monomial functionw onM (X1; : : : ;Xm). And
as a first step in constructing a weight function onk[X1; : : : ;Xm℄, we consid-
ered the basis ofk[X1; : : : ;Xm℄ consisting of the monomials. We noted, that
one can index the elementsX� 2 M (X1; : : : ;Xm) by their corresponding
valuesw �X��.
Consider next the following more complicated situation. Let r < m, and assume
thatNr0 is ordered by the monomial ordering�Nr0 . Consider a weighted degree
lexicographic ordering onM(X1; : : : ;Xm) given by weightsw(X1); : : : ; w(Xm) 2 Nr0
by�Nr0 and by some lexicographic ordering�lex ofM(X1; : : : ;Xm). Now we
can not, as before, index the monomials inM (X1; : : : ;Xm) by their weights,
as there will be pairs of monomialsM1 6=M2 with w(M1) = w(M2). The idea
in this chapter is to find an idealI � k[X1; : : : ;Xm℄ such that no two different
elements in the footprint�(I) corresponding to�w are of the same weight.
This will enable us to index the basisfM + I jM 2 �(I)g (I.7.1)
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for k[X ℄=I in an obvious way. As we will soon see, Pellikaan’s factor ring the-
orem (recall that another word for quotient ring is factor ring) gives a condition
under which the ordered basis (I.7.1) is well-behaving. Pellikaan’s factor ring
theorem was originally stated in [33]1 in the special case ofr = 1. In [13] the
theorem is generalized to anyr 2 N.

Theorem I.7.1
Let I be an ideal ink[X1; : : : ;Xm℄ with Gröbner basisG with respect to a
weighted degree lexicographic ordering�w. Suppose that the elements of the
corresponding footprint�(I) have mutually distinct weights and that every el-
ement ofG has exactly two monomials of highest weight in its support. Denote� := hw(M) jM 2 �(I)i � Nr0 :
And denote byF the remainder of a polynomial inf after division withG2.
ThenR = k[X1; : : : ;Xm℄=I is an order domain with a weight function� de-
fined by� : 8<: R ! ��1f 7! max�Nr0fw(M) jM 2 Supp(F )g for f 6= 00 7! �1: (I.7.2)

Proof:
ClearlyB := fM + I j M 2 �(I)g is a basis forR as a vector space overk. And by assumption we can index the elements inB by the weights of their
representatives in�(I). That is we can writeBw = (f� = F� + I j F� 2 �(I) andw(F�) = � 2 �) :
Denote by�� the restriction of�Nr0 to �. It remains to be shown that the in-
dexed and ordered basisBw:�� is well-behaving. Consider two elements inB,
sayf� = F� + I andf
 = F
 + I. Now F�F
 is a monomial but it need
not be an element in�(I). However to writef�f
 = F�F
 + I as a linear
combination of the elements in the basisB one need only find the residue ofF�F
 modulo the Gröbner basisG. SayF�F
 is reduced moduloG to

P k�F�
(recall that the reduction is unique). We getf�f
 = P k�f�. As the elements
in the footprint have mutually distinct weights there is precisely one monomial
in Supp(P k�F�) of highest weight. From the assumption that every element

1Note added the second edition: “[33]” should be replaced by “[27] and [33].
2Given a residue classf , recall from appendix I.A that the remainder of any two polynomialsP1; P2 2 f after division withG is the same.
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in B has two monomials of highest weight in its support, and from the nature of
the division algorithm producing the residue

P k�F�, it follows that the mono-
mial of highest weight inSupp(P k�F�) is of weight equal tow(F�F
). The
well-behaving property of the indexed and ordered basisBw;�� is ensured by
the fact thatw(F�F
) = w(F�) + w(F
), and by the assumption that�� is a
monomial ordering. SoB is an order basis, and the corresponding order func-
tion is a weight function. �
Remark I.7.2
In the proof of theorem I.7.1 we did not use the structure of the lexicographic
part�lex of �w. Let�w onMm be an ordering definded as in definition I.2.15
but with�lex replaced by any monomial ordering�Mm onMm. One easily
verifies that�w is a monomial ordering, and that theorem I.7.1 holds in this
more general set-up as well.

Remark I.7.3
Assume that an order domainR = k[X1; : : : ;Xm℄=I is constructed using the-
orem I.7.1. The requirement, that every polynomial in the Gröbner basis forI
has precisely two monomials of highest weight in its support, ensures that every
polynomial inI has precisely an even number of monomials of highest weight
in its support. Further any polynomial ink[X1; : : : ;Xm℄ can be written as the
sum of two polynomials, the first being a linear combination of monomials in�(I) (in particular a linear combination of monomials of different weights), and
the second being a polynomial inI. So we have an easy way to check if a poly-
nomialF is a residue moduloG. That is namely precisely the case, whenF
contains no two monomials in its support of the same weight.

Remark I.7.4
In the case of a toric idealI = hGXi (the notation as in proposition I.6.2) the
conditions in proposition I.7.1 are satisfied if we chooseB := GX .

Proposition I.7.5
Let ~k � k be a field extension. Ifk[X ℄=I, whereI = hF1(X); : : : ; Fs(X)i � k[X ℄;
can be understood as an order domain by using Pellikaan’s factor ring theorem,
then can also~k[X ℄=~I , where~I := hF1(X); : : : ; Fs(X)i � ~k[X ℄:
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Proof:
A Gröbner basis forI wrt.�w is also a Gröbner basis for~I wrt.�w. �
Remark I.7.6
Of particular interest is the special case where~k in proposition I.7.5 is the al-
gebraic closure ofk. We then write~k = �k and ~I = �I. Now the fact that�I is
prime (proposition I.5.1) together with�k being algebraically closed implies that�I = I(V ) for some irreducible varietyV (see [4, Ch. 4x5, Cor. 4]). If in par-
ticular I has only one generatorF1(X) thenF1 must be absolutely irreducible
overk. Now �k[X℄=I(V ) is isomorphic to the coordinate ring�k[V ℄ (the collec-
tion of polynomial functions' : V ! �k) (the isomorphism is described in [4,
Ch. 5x2]).

I.7.2 Some examples

The following examples illustrate how easily one can construct weight functions
using Pellikaan’s factor ring theorem.

Example I.7.7
ConsiderR := k[X;Y;Z℄=I whereI := Y 2 � X2Z + Y Z2 + Z35. Define
weightsw(X) = (1; 0); w(Y ) = (1; 1); w(Z) = (0; 2). Order the elements
of N20 by �lex where(0; 1) �lex (1; 0). Now w(Y 2) = w(X2Z) = (2; 2),w(Y Z2) = (1; 5) andw(Z35) = (0; 35). With respect to the chosen ordering onN20 , (2; 2) is the largest among these three values. The conditions in Pellikaan’s
factor ring theorem are satisfied. So we have a weight function� : R! h(1; 0); (1; 1); (0; 2)i [ f�1g
induced by�(X+I) = (1; 0), �(Y +I) = (1; 1) and�(Z+I) = (0; 2). Beside
the ordering�lex onN20 (corresponding to slope� = 0) the legal orderings onN20 are the ones with slope� 2℄0; 233 [ and the one with slope� = 233 and with
lexpart given by(0; 1) �0lex (1; 0).
Using Pellikaans factor ring theorem, we can often describemore families of
order functions corresponding to a given order domain.

Example I.7.8
In this example any ordering�N20 onN20 is assumed to be monomial. Consider

the order domainFq [X;Y;Z℄=hX3 + Y 4 + Zi. We list a few classes of weight
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functions.(1) �(X + I) = (4; 0); �(Y + I) = (3; 0); �(Z + I) = (0; 1)(2) �(X + I) = (4; 4); �(Y + I) = (3; 3); �(Z + I) = (1; 2)(3) �(X + I) = (4; 4); �(Y + I) = (3; 3); �(Z + I) = (0; 1)(4) �(X + I) = (2; 0); �(Y + I) = (0; 1); �(Z + I) = (6; 0)(5) �(X + I) = (0; 1); �(Y + I) = (1; 0); �(Z + I) = (4; 0):
For class (1), (2) and(3) the legal choices of�N20 are the ones that satisfies�(X3 + I) �N20 �(Z + I). For class (4) the legal choices of�N20 are the ones

that satisfies�(X3+I) �N20 �(Y 4+I) and finally for class (5) the legal choices

are the ones that satisfies�(Y 4 + I) �N20 �(X3 + I). We have the following
characteristicas.(1)� (3) �(X3 + I) = �(Y 4 + I); �(X3 + I) 6= �(Z + I);�(Y 4 + I) 6= �(Z + I)(1) whether�(Z3 + I) �N20 �(Y + I)

or �(Z3 + I) �N20 �(Y + I) depends on
the choice of�N20 (both things can happen)(2) �(Z3 + I) �N20 �(Y + I)(3) �(Z3 + I) �N20 �(Y + I)(4) �(X3 + I) 6= �(Y 4 + I); �(X3 + I) = �(Z + I);�(Y 4 + I) 6= �(Z + I)(5) �(X3 + I) 6= �(Y 4 + I); �(X3 + I) 6= �(Z + I);�(Y 4 + I) = �(Z + I):

It is clear that for instance the classes (1), (4) and (5) are disjoint and so are the
classes (2),(3),(4) and (5). It is also clear that no two classes are the same.

The order functions corresponding to the same class are in general very different
from each other. We illustrate this with a few examples in thecase of class (1).
In the following we use the notationf = F + I. The legal choices of�N20
correspond to the slopes� 2 [0; 12℄. If � = 12 then we must have(0; 1) �N20(1; 0). The well behaving sequence corresponding to the footprint�(I) = fX�Y �Z
 j� < 3g
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starts with(1; y; x; y2; xy; x2; y3; x2y; z; y4; xy3; x2y2; y5; : : :):
If instead� = p2 then the well behaving sequence corresponding to�(I) starts
with (1; z; z2; y; x; z3; yz; xz; z4; yz2; y2; xz2; xy; z5; : : :):
If � = 1 then there are two possible choices. Either(0; 1) �N20 (1; 0) or(0; 1) �N20 (1; 0). In both cases the well behaving sequence corresponding to�(I) starts with(1; z; z2; z3; y; z4; yz; x; z5; yz2; xz; z6; yz3; xz2; y2; : : :): (I.7.3)

Finally if � = 0 then we do not have a well-behaving sequence but only a well-
behaving basis. We list some of the elements in this basis after increasing order,
to get a picture of the structure of this well-behaving basis.1; z; z2; z3; : : : ; y; yz; yz2; yz3; : : : ; x; xz; xz2; xz3; : : : ;xy; xyz; xyz2; xyz3; : : : : : : : : : :
As noted before, in this material we do not always describe, all the legal order-
ings on a given value semigroup�. In this way we consider in the following
two examples only the standard orderings onNr0 .

Recall that in example I.6.6 we considered a determinantal ring coming from a2� n matrix [X℄ij of variablesXij . We showed that the quotient ringk[X11;X12; : : : ;X2n℄=I, whereI is the ideal generated by the2 � 2 minors, is
an order domain. With Pellikaan’s factor ring theorem we nowhave the tool for
giving some more examples of determinantal rings that are order domains.

Example I.7.9
Form � 2 consider am �m matrix [X℄ij of variablesXij. As usual we use
the notationX := (X11;X12; : : : ;Xmm) and we will writeM for the set of
monomials inX11; : : : ;Xmm. Let I be the ideal ink [X℄ generated by the de-
terminantF (X) of [X℄ij . We will show thatk [X℄ =I is an order domain.

Let weight vectors,w(Xij) 2 Nm2�10 nf0g be given as in figure I.7.1 and letNm2�10 be ordered by the standard ordering�st. Let�w be the weighted degree
lexicographic ordering onM induced by these weights, by�st onNm2�10 , and
by some lexicographic ordering�lex onM. One easily checks thatX11X22 � � �Xmm
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andX1m �X21X32 � � �Xm(m�1)� are the only terms ofF of the highest weight.
Wlog. we may assume that the leading monomial ofF wrt. �w is lm(F ) =X11 � � �Xmm. Now�(I) = fM 2M j X11 � � �Xmm -Mg :
From figure I.7.1 one easily concludes that no two different monomials in�(I)
have the same weight. AsfFg of course is a Gröbner basis we conclude that all
the conditions in theorem I.7.1 are satisfied.m columnsz }| { m columnsz }| { m2�2m columnsz }| {266666666666666666666664

266666666666664
1 11 11

. . . 11 11
377777777777775

266666666666664
11 11 11

. . . 11 1
377777777777775 2664 1 1

. . . 1 3775

377777777777777777777775
Figure I.7.1: The first m columns are the weights w(X11),w(X22); : : : ; w(Xmm). The nextm columns are the weigthsw(X1m), w(X21), w(X32); : : : ; w(Xm(m�1)). The remaining

last m2 � 2m columns consist of the weights of the remaining
variables in some unspecified order.

Givenm < n consider the following determinantal ring comming from anm�n
matrix of indeterminates. Namely the ringk[X11; : : : ;Xmn℄=I whereI is the
ideal that is generated by allm�mminors. In a class of experiments the author
tried to find weight functions on these structures, but without any luck. In the
next example we leave out some of them �m minors definingI, and we are
then able to find weight functions on the corresponding structures.
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Example I.7.10
Form � 3 consider am � (m + 2) matrix [X℄ij of variablesXij . As usual
we use the notationX := �X11;X12; : : : ;Xm(m+2)� and we will writeM for
the set of monomials inX11; : : : ;Xm(m+2). Let I be the ideal ink [X℄ gener-
ated byF1 andF2, whereF1 andF2 are given in the following way.F1 is the
determinant of the matrix consisting of the firstm columns in[X℄ij andF2 is
the determinant of the matrix consisting of the lastm columns in[X℄ij . We will
show that in the casem = 3; 4; 5 the domaink [X℄ =I is an order domain. The
result can be generalized to any valuem � 3.

Case I,m = 3:
Let weight vectors,w(Xij) 2 N130 nf0g, be given as in figure I.7.2, and letN130
be ordered by the standard ordering�st. Let�w be the weighted degree lexico-
graphic ordering onM induced by these weights, by the ordering onN130 , and
by a lexicographic ordering�lex onM such thatX31X12X23 �lex X11X22X33
andX23X34X15 �lex X13X24X35.26666666666666666664

1 11 11 11 1 11 1 11 1 11 11 11 1 1 1 1 1
37777777777777777775

Figure I.7.2: Case I: Each column corresponds to a weight of avariable. The
weights are listed in the following way. The first 11 columns state
the value ofw(X11),w(X22),w(X33),w(X31),w(X12),w(X23),w(X34), w(X15), w(X13), w(X24), w(X35). The last 4 columns
(unit vectors) give the weights of the remaining variables in some
order.

It is easily checked thatX31X12X23 andX11X22X33 are the only terms inF1
of the highest weight with respect to the ordering just mentioned. In particularlm(F1) = X11X22X33. AlsoX23X34X15 andX13X24X35 are the only terms
in F2 of the highest weight. In particularlm(F2) = X13X24X35. As the leading
monomials are relatively prime we conclude thatfF1; F2g constitutes a Gröbner
basis forI with respect to�w. In particular this means that�(I) = fM 2M j X11X22X33 - M;X13X24X35 - Mg :



I.7.2. Some examples 57

Studying the nullspace of the matrix in figure I.7.2 we see that there do not exist
two different elements in the footprint with the same weighted degree. All the
conditions in theorem I.7.1 are satisfied.

Case II, m=4:
Let weight vectors,w(Xij) 2 N220 nf0g be given as in figure I.7.3, and letN220
be ordered by the standard ordering�st. Let�w be the weighted degreee lex-
icographic ordering onM induced by these weights, by�st on N220 and by a
lexicographic ordering�lex onM such thatX41X12X23X34 �lex X11X22X33X44X23X34X45X16 �lex X13X24X35X46:
NowX41X12X23X34 andX11X22X33X44 are the only terms inF1 of the high-
est weight andX23X34X45X16 andX13X24X35X46 are the only terms inF2 of
the highest weight. Just as in case 1 the conditions in theorem I.7.1 are seen to
be satisfied.266666666666666666666666664

1 11 11 11 1 11 1 11 1 11 1 11 1 11 1 11 11 11 1 1
. . . 1

377777777777777777777777775
Figure I.7.3: Case II: Each column corresponds to a weight ofa variable. The

weights are listed in the following way. The first 14 columns state
the value ofw(X11),w(X22),w(X33),w(X44),w(X41),w(X12),w(X23), w(X34), w(X45), w(X16), w(X13), w(X24), w(X35),w(X46). The remaining last 10 columns (unit vectors) gives the
weights of the remaining variables in some order.

Case III,m = 5:
Let weight vectorsw(Xij) 2 N330 nf0g be given as in figure I.7.4, and letN330 be
ordered by the standard ordering�st. Let�w be the ordering onM induced by
these weights, by�st onN330 , and by a lexicographic ordering�lex onM such
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that X51X12X23X34X45 �lex X11X22X33X44X55X23X34X45X56X17 �lex X13X24X35X46X57:
NowX51X12X23X34X45 andX11X22X33X44X55 are the only terms inF1 of
the highest weight. AndX23X34X45X56X17 andX13X24X35X46X57 are the
only terms inF2 of the highest weight. Just as in case I and II we find that the
conditions in theorem I.7.1 are satisfied.266666666666666666666666666666664

1 11 11 11 1 11 1 11 1 11 1 11 1 11 1 11 1 11 1 11 1 11 11 11 1 1
. . . 1

377777777777777777777777777777775
Figure I.7.4: Case III: Each column corresponds to the weight of a variable.

The weights are listed in the following way. The first 17 columns
state the value ofw(X11), w(X22), w(X33), w(X44), w(X55),w(X51), w(X12), w(X23), w(X34), w(X45), w(X56), w(X17),w(X13), w(X24), w(X35), w(X46), w(X57). The remaining last
18 columns (unit vectors) give the weights of the remaining vari-
ables in some order.

I.7.3 The effect of different choices of lex-part of�w
Let I � k[X1; : : : ;Xm℄ be an ideal with a Gröbner basisG with respect to a
weighted degree lexicographic ordering�w. Denote the lexicographic part of�w by �lex. Assume now thatI;G;�w satisfies the conditions in Pellikaan’s
theorem. A natural question then is what happens if we interchange the lex-
part of�w with another lexicographic ordering�0lex to give us�0w. Will the
conditions in Pellikaan’s theorem still be satisfied? (eventually with a new
Gröbner basis). And if they are, will the corresponding weight function onk[X1; : : : ;Xm℄=I be the same? We will show that the answer to the last ques-
tion is positive. And we will give a condition under which theanswer to the first
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question is also positive.

To state the condition we will need some notation. DenoteG = fF (1) =M (1)1 + �(1)M (1)2 +G(1); : : : ;F (s) =M (s)1 + �(s)M (s)2 +G(s)g
whereM (t)1 ;M (t)2 , t = 1; : : : ; s are the monomials inF (t) of highest weight.
The condition is as follows.

Condition I:
Given any two monomialsN1 6= N2 such thatw(N1) = w(N2) then there exists
an indext 2 f1; : : : ; sg such thatM (t)1 jN1;M (t)2 jN2 or M (t)2 jN1;M (t)1 jN2:
We first show that under this condition,G is also a Gröbner basis with respect
to �0w. Assume by contrary that it is necessary to adjoin more polynomials toG to get a Gröbner basisG0 wrt. �0w. LetH be any of these polynomials. By
proposition I.5.4 we may wlog. assume, thatH can be writtenH = N1 + �N2 + I; � 6= 0
where w(N1) = w(N2) = wdeg(H);
and whereN1 is the leading monomial ofH wrt. �0w. Further wlog. we may

assume, that wrt.�0w, we havelm(F (l)) = M (l)1 , for l = 1; : : : ; s. By condi-

tion I, a t, 1 � t � s, exists, such that eitherM (t)1 j N1 andM (t)2 j N2 holds,

or M (t)2 j N1 andM (t)1 j N2 holds. In the first case, by the very definition of
a Gröbner basis (see definition I.A.2 in the appendix), the setG0nfHg is also a

Gröbner basis ofI wrt.�0w. SoM (t)2 j N1 andM (t)1 j N2 must hold. ConsiderH1 := H � � N2M (t)1 F (t):
As lm(H) = N1, we must haveN1 2 Supp(H1). And in particularlm(H1) =N1. AsH1 2 I, we can conclude thatH1 = N1 + �Q2 + J; � 6= 0
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where w(N1) = w(Q2) = wdeg(H1):
That is,H1 is of a form similar toH. Getting fromH toH1, is the first step in
the division algorithm, that finds the residue ofH modulofF (1); : : : ; F (s)g. So
wlog. we may assume thatH is its own residue modulofF (1); : : : ; F (s)g. But
this is in contradiction with condition I. We have proved that G is also a Gröbner
basis wrt�0w.

Although��0w(I) will not equal��w(I), condition I ensures that no two mono-
mials in��0w(I) will be of the same weight. We conclude thatI;G;�0w satisfies
the conditions in Pellikaan’s factor ring theorem.

Finally to see that�0w and�w gives the same weight function whenever bothI;G0;�0w andI;G;�w satisfies the conditions in Pellikaan’s theorem note the
following. Consider any residue classf = F + I whereF is the residue of
any polynomial inf moduloG (wrt. �w). By assumptionF has precisely one
monomial of highest weight in its support. Now reduceF moduloG0 (wrt.�0w)
to get the unique residueF 0 2 F + I. As F has precisely one monomial in
its support of highest weight, so has alsoF 0, andwdeg(F 0) = wdeg(F ). By
construction the weight functions are the same.

Note that all the weight functions considered in this material satisfies condition
I. We leave it as an open problem to decide if it is at all possible to construct a
weight function such that condition I is not satisfied.



I.8

Constructing new order domains from old ones

In this chapter we will study three different ways to construct new order domains
from old ones. First we discuss how to construct new order domains from toric
order domains. Next we study the tensor products of order domains, and finally
we will be concerned with constructing new order domains by acertain kind of
substitution.

I.8.1 New order domains from toric order domains

For coding theoretical purposes one of the interesting parameters of an order
domainFq [X℄=I is the number of zerosn = #VFq (I). As we will see in
chapter I.11 there exist simple methods to construct codes over Fq of lengthn = #VFq from an order domainFq [X℄=I. A motivation for constructing a
new order domainFq [X℄=I 0 by modifying the defining polynomials of a toric
order domainFq [X℄=I could be to try to obtain#VFq (I 0) > #VFq (I). This
will allow us to construct longer codes. If we modify the defining polynomials
of the toric order domain carefully, we may achieve that a value semigroup�
survives the modification in the sense, that there exist botha weight function� : k[X℄=I ! ��1 and a weight function�0 : k[X℄=I 0 ! ��1. That this can
actually be desirable relies on the fact that the structure of the value semigroup
contains information about the minimum distances of the codes corresponding
to the order domain. The implication of the structure of� on the minimum
distances of the corresponding codes is described in chapter I.11.

Example I.8.1
Consider the toric idealI in F2 [X1;X2;X3℄ corresponding to the weightsw(X1) = (2; 0) w(X2) = (0; 2) w(X3) = (1; 1): (I.8.1)

One easily verifies thatI = hX1;X2 +X23 i. Let�N20 be a monomial ordering

on N20 . An order function onR := F2 [X1;X2;X3℄=I is induced as a weight
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function by �(X1 + I) = (2; 0); �(X2 + I) = (0; 2);�(X3 + I) = (1; 1): (I.8.2)

Order nextM3 by the lexicographic ordering�lex, whereX1 �lex X2 �lexX3. And denote by�w the weighted degree lexicographic ordering given by (I.8.1),�N20 and�lex. Now clearly� can be understood as a weight function from Pel-

likaan’s factor ring theorem by the use of�w. In particularfX1X2 +X23g is a
Gröbner basis wrt.�w.
We will now add terms to the defining polynomialX1X2 + X23 in a way such
thatX1X2, X23 is still the unique pair of monomials of highest weight in our
defining polynomial. That is we will add terms of weight less than(2; 2) (with
respect to�N20 ). It is clear that the conditions in Pellikaan’s factor ringtheorem

will still be satisfied if we replaceX1X2 + X23 with the new defining polyno-
mial. And the weight function will still be induced by (I.8.2) if we interchangeI with the ideal generated by the new defining polynomial. Whatmight change,
when we in this way replaceI with a new ideal, is the size of the corresponding
variety. Working with this process in practice, one often experience that the size
of the variety is either unchanged or raised. However it can happen that the size
of the variety is lowered. If we choose�N20 to be�st then addingX1 +X3 orX1 +X2 +X3 will be legal. We getVF2 (hX1X2 +X23 i) = f(0; 0; 0); (1; 0; 0); (0; 1; 0); (1; 1; 1)gVF2 (hX1X2 +X23 +X1 +X3i) = f(0; 1; 0); (0; 1; 1); (0; 0; 0);(0; 0; 1); (1; 1; 0); (1; 1; 1)gVF2 (hX1X2 +X23 +X1 +X2 +X3i) = f(0; 0; 0); (0; 0; 1)g:
Example I.8.2
Consider the toric idealI in F2 [X1;X2;X3;X4℄ corresponding to the weightsw(X1) = (2; 0); w(X2) = (0; 2);w(X3) = (1; 1); w(X4) = (1; 2): (I.8.3)

We haveI = hX23 � X2X1;X24 � X22X1i. OrderN20 by some monomial or-
dering�N20 . We will define two orderings onM4. Let the weighted degree
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lexicographic ordering�w be defined by the weights (I.8.3), by the ordering�N20 , and by the lexicographic orderingX1 �lex X2 �lex X3 �lex X4:
Further let�0w be the similar ordering where�lex is replaced with the lexico-
graphic ordering�0lex defined byX4 �0lex X3 �0lex X2 �0lex X1:
Now G(�w) = fX23 �X2X1;X24 �X22X1g (I.8.4)

is a Gröbner basis with respect to�w. AndG(�0w) = fX2X23 �X24 ;X1X24 �X43 ;X1X2 �X23g (I.8.5)

is a Gröbner basis with respect to�0w.
The leading monomials of the polynomials inG(�w) areX23 andX24 . That is
the leading monomials are relatively prime. From Gröbner basis theory (see
lemma I.A.16 in the appendix) we know that the S-polynomial of two polyno-
mials with relatively prime leading monomials will always be zero. We conclude
that we can add any terms we like to the first polynomial inG(�w), as long as
these are of lower weight thanw(X23 ) = (2; 2), and add as well any terms we
like to the second polynomial inG(�w), as long as these are of lower weight thanw(X24 ) = (2; 4). The new basis generated in this way will again be a Gröbner
basis. As the footprint is unaffected by the adding of terms,the conditions in
Pellikaan’s factor ring theorem will still be satisfied. Note that different choices
of �N20 will give us different opportunities of adding terms.
However the situation is much more complicated in the case of�0w. We can not
repeat the argument from above asX2X23 is not relatively prime toX1X2 and
neither isX1X24 to X1X2. If we for instance try to modifyG(�0w) by simply
adding the termX4 to the first polynomial, then the following thing happen.
Applying Buchberger’s algorithm we get after reduction, the new Gröbner basis~G(�0w) = fX2X23 �X24 �X4;X1X2 �X23 ;X1X4;X43 ;X23X4;X34 �X24g
and clearly this does not generate a prime ideal and therefore neither an order
domain.
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I.8.2 The tensor product construction

In this section we introduce a particular simple method to construct new order
domains from old ones. We start with two examples.

Example I.8.3
Consider the order domainsR1 := k[X1℄ andR2 := k[X2℄ with weight func-
tions �i : 8<: Ri ! N0 [ f�1g0 7! �1F (Xi) 7! degF; F 6= 0 i = 1; 2:
Let N20 be ordered by�st. Now with respect to this orderingR := k[X1;X2℄ is
an order domain with a weight function� : 8>><>>: R ! N20 [ f�1g0 7! �1F (X1;X2) 7! max�stf(degX1 M;degX2 M) jM 2 Supp(F )g; F 6= 0:
Example I.8.4
Consider the order domainR1 := F4 [X(1)1 ;X(1)2 ℄=I1 whereI1 := h(X(1)1 )3 + (X(1)2 )2 +X(1)2 i:
And similarR2 := F4 [X(2)1 ;X(2)2 ℄=I2 whereI2 := h(X(2)1 )5 + (X(2)2 )3i:
Now R1 can be understood as an order domain from Pellikaan’s factorring
theorem by using weightsw1(X(1)1 ) = 2; w1(X(1)2 ) = 3
and by considering the footprint�(I1) = f(X(1)1 )�(X(1)2 )� j� < 2g:
The same story holds forR2, by using weightsw2(X(2)1 ) = 3; w2(X(2)2 ) = 5
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and by considering the footprint�(I2) = f(X(2)1 )�(X(2)2 )� j� < 3g:
Consider now R := F4 [X(1)1 ;X(1)2 ;X(2)1 ;X(2)2 ℄=I
where I := h(X(1)1 )3 + (X(1)2 )2 +X(1)2 ; (X(2)1 )5 + (X(2)2 )3i:
The crucial observation is that alsoR can be understood from Pellikaan’s factor
ring theorem to be an order domain. Just consider the weightsw(X(1)1 ) = (w1(X(1)1 ); 0) = (2; 0) w(X(1)2 ) = (w1(X(1)2 ); 0) = (3; 0)w(X(2)1 ) = (0; w2(X(2)1 )) = (0; 3) w(X(2)2 ) = (0; w2(X(2)2 )) = (0; 5)
and the footprint�(I) = fM1M2 jM1 2 �(I1); M2 2 �(I2)g: (I.8.8)

Using for instance the�st ordering onN20 the theorem is satisfied. Note that
(I.8.8) follows from the fact that ifGi is a Gröbner basis forIi, i = 1; 2 , thenG := fF jF 2 G1 or F 2 G2g is a Gröbner basis forI.

The construction in example I.8.3 and example I.8.4 is a special case of the
so-called tensor product betweenk-algebras. We refer to [22] and [46] for the
general definition of a tensor product. In [13] it is shown that the tensor prod-
uct between any two order domains is again an order domain. Inthis material
we consider only the case of a tensor product between quotient rings. This re-
striction makes it possible to develop the theory we need, using only already
introduced concepts.

Consider two quotient rings, sayR = k[X1; : : : ;Xm℄=I
where I = hF1(X); : : : ; Fr(X)i
and S = k[Y1; : : : ; Yn℄=J
where J = hG1(Y ); : : : ; Gs(Y )i:
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Let fp� = P�(X) + I j � 2 �g (I.8.9)

be a basis forR as a vector space overk, andfq
 = Q
(Y ) + J j 
 2 �g (I.8.10)

be a basis forS as a vector space overk.

Definition I.8.5
The tensor product overk betweenR andS is the quotient ringR
k S := k[X ;Y ℄=hF1(X); : : : ; Fr(X); G1(Y ); : : : ; Gs(Y )i=: k[X ;Y ℄=(I + J):
Note that this definition is independent of the choice of generatorsF1; : : : ; Fr
for I andG1; : : : ; Gs for J . We have the following (well-known) lemma.

Lemma I.8.6 B := fP�Q
 + (I + J) j � 2 �; 
 2 �g (I.8.11)

is a basis forR
k S.

Proof:
We may wlog. assume thatfF1(X); : : : ; Fr(X)g (I.8.12)

is either equal tof0g or is a Gröbner basis say wrt. the pure lexicographic or-
dering�Xlex onM (X1; : : : ;Xm) defined byXm �Xlex � � � �Xlex X1. And we
assume that the representativeP� of p�, � 2 � is chosen as the residue mod-
ulo (I.8.12) of a(ny) polynomial in the residue classp�. Similar we assume thatfG1(Y ); : : : ; Gs(Y )g (I.8.13)

is either equal tof0g or is a Gröbner basis say wrt. the pure lexicographic or-
dering�Ylex onM (Y1; : : : ; Yn) defined byYn �Ylex � � � �Ylex Y1. And thatQ

is the unique residue of a(ny) polynomial inq
 . Note that the setB is defined
independent of these assumptions.
To show thatB is a basis forR
k S, we must show

(i) the elements ofB are linearly independent overk
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(ii) every residue class inR 
k S can be written as a linear combination of
the elements inB.

As a preparation to show (i) and (ii) we extend�Xlex and�Ylex to the pure lexi-
cographic ordering�lex onM (X1; : : : ;Xm; Y1; : : : ; Yn) defined byYn �lex � � � �lex Y1 �lex Xm �lex � � � �lex X1:
Now fF1(X); : : : ; Fr(X); G1(Y ); : : : ; Gs(Y )g (I.8.14)

is either equal tof0g or is a Gröbner basis wrt.�lex. To see this consult Buch-
berger’s algorithm and lemma I.A.16 in section I.A.4 of the appendix.

Proof of (i):
Assume that (i) does not hold. That is assume a linear combination existsX� 2 �
 2 � ��
(P�Q
 + (I + J)) = �X��
P�Q
�+ (I + J)= (I + J) (I.8.15)

where not all��
 equals zero. As no term ofP�Q
 is divisible by any of the
leading terms in (I.8.14) whenever (I.8.14) does not equalf0g, then neither is
any of the terms in

P��
P�Q
 . So if
P��
P�Q
 is to be a polynomial inI + J (assumption (I.8.15)), then we must haveX� 2 �
 2 � ��
P�Q
 = 0: (I.8.16)

It remains to show that (I.8.16) leads to a contradiction. WehaveX� 2 �
 2 � ��
P�Q
 = 0+ X�2�0�X
2���
Q
1AP� = 0+ X�2�R�(Y )P�(X) = 0 (I.8.17)
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where R�(Y ) =X
2���
Q
(Y ) = XÆ2Nn0 
�ÆY Æ :
Continuing from (I.8.17) we getX�2�0�XÆ2Nn0 
�ÆY Æ1AP�(X) = 0+ XÆ2Nn0  X� 
�ÆP�(X)!Y Æ = 0+ X�2� 
�ÆP�(X) = 0 for all Æ 2 Nn0+ 
�Æ = 0 for all � 2 �; Æ 2 Nn0+ ��
 = 0 for all � 2 �; 
 2 �
and we have reached our contradiction.

Proof of (ii):
We have by assumptionspankfP� j � 2 �g = fP j P a residue modulofF1(X); : : : ; Fr(X)ggspankfQ
 j 
 2 �g = fQ j Q a residue modulofG1(Y ); : : : ; Gs(Y )gg :
We conclude thatspankfP�Q
 j � 2 �; 
 2 �g = fT j T a residue modulofF1(X); : : : ; Fr(X); G1(Y ); : : : ; Gs(Y )gg : �
Now assume thatR andS are order domains with order functions�R : R !��1 and�S : S ! ��1 where� is ordered by�� and� is ordered by��.
We may assume that (I.8.9) and (I.8.10) are order bases. We claim thatR
k S
is an order domain. To show this define the map�R
kS : � B ! �� �P�Q
 + (I + J) 7! (�R(P� + I); �S(Q
 + J)) : (I.8.18)
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Define an ordering���� on� � � by the rule, that(�1; 
1) ���� (�2; 
2) if
and only if one of the following two conditions holds(1) �1 �� �2(2) �1 = �2 and
1 �� 
2:
The function�R
kS gives an indexing ofB. If we can show that the indexed
and ordered basisB�R
kS ;���� is well-behaving, then it will follow by theo-
rem I.3.18 that�R
kS can be extended to an order function onR
kS. Consider
thel-functionsl� andl� corresponding to�� and�� respectively. We will show
that thel-function corresponding to�R
kS isl��� : � (�� �)� (�� �) ! (�� �)((�1; 
1); (�2; 
2)) 7! (l�(�1; �2); l�(
1; 
2)) (I.8.19)

and it will easily follow thatB�R
kS ;���� is well-behaving, implying that�R
kS
can be extended to an order function onR
k S.

To show thatl��� truly is the desiredl-function, consider the product of two
elements inB, say �P�0Q
0 + (I + J)� (P�Q
 + (I + J))= (P�0P�)(Q
0Q
) + (I + J)= �X�uPu��X �vQv�+ (I + J)
where(P�uPu)(P�vQv) is the unique residue of(P�0P�)(Q
0Q
) modulo
the Gröbner basis (I.8.14) (or ifI+J = 0 then(P � � � )(P � � � ) = (P�0P�)(Q
0Q
)).
But

P�uPu is also the unique residue ofP�0P� modulo the Gröbner basis (I.8.12)
(or if I = 0 then

P � � � = P�0P�). And similar
P�VQv is the unique residue

ofQ
0Q
 modulo the Gröbner basis (I.8.13) (or ifJ = 0 then
P � � � = Q
0Q
).

We conclude that (I.8.19) describes thel-function corresponding to�R
kS .

We note that there are many other ways, beside the one described here, to extend
the set��, �� to an ordering on� � �, that would lead to order functions onR�k S (see [13]).

The above construction of a tensor product between two orderdomains overk
is easily generalized to a tensor product betweenn � 1 order domains overk.
Whenk is understood from the context we will denote such a product by
ni=1Ri = R1 
R2 
 � � � 
Rn:
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We note that in this way we have found an easy method to construct sequences(D1 := R1 =: Fq [X(1)℄=I(1); D2 := R1 
R2 =: Fq [X(1);X(2)℄=I(2);D3 := R1 
R2 
R3 =: Fq [X(1);X(2);X(3)℄=I(3); : : :)
of order domains, such that#VFq (I(i)) tends to infinity asi tends to infinity.
These sequences are interesting as they give rise to infinitesequences of codes
of increasing length. We will return to this subject in chapter I.15.

I.8.3 Constructing new order domains by substitution

Given a non algebraically closed fieldk and an irreducible polynomialP (T ) of
degreen. Let � be a root ofP (T ), and consider the field extensionk(�)=k.
Let F (X) be a polynomial ink(�)[X1; : : : ;Xm℄, and consider elementsx =(x1; : : : ; xm) 2 Vk(�)(hF (X)i. The nature of a field extensionk(�)=k ensures
that we can write xi = y(i)1 + y(i)2 �+ � � �+ y(i)n �n�1 (I.8.20)

uniquely. Expanding the equalityF (x1; : : : ; xm) = 0 by use of the rhs. of (I.8.20),
we derive F1(y) + F2(y)�+ � � �+ Fn(y)�n�1 = 0; (I.8.21)

where we have used the notationy = �y(1)1 ; : : : ; y(1)n ; : : : ; y(m)1 ; : : : ; y(m)n � :
The linearly independence of1; �; : : : ; �n�1 implies thatF1(y) = F2(y) = � � � = Fn(y) = 0: (I.8.23)

Now the idea in this section is to take an order domaink(�)[X1; : : : ;Xm℄=I
where I = hF (1)(X1; : : : ;Xm); : : : ; F (s)(X1; : : : ;Xm)i:
Then substitute everyXi withY (i)1 + Y (i)2 �+ � � �+ Y (i)n �n�1
in the defining polynomials to get a new set of polynomials according to (I.8.21)
and (I.8.23) F (1)1 (Y ); : : : ; F (1)n (Y ); : : : ; F (s)1 (Y ); : : : ; F (s)n (Y ):
Let ~I be the ideal ink[Y ℄ defined by these polynomials. Now the hope is that
alsok[Y ℄=~I is an order domain. We give no arguments why this should actually
be the case in general; but only consider two examples.
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Example I.8.7
Consider the Hermitian polynomialH(X1;X2) = Xq+11 �Xq2�X2 overFq2 . In
the following we will transform the Hermitian order domainFq2 [X1;X2℄=hHi
to a new order domain, by introducing new variables related to the field exten-
sionFq2 =Fq .
Let P (T ) 2 Fq [T ℄ be an irreducible polynomial of degree2, and let� be a
root of P (T ). We identify the elements ofFq2 with the polynomials inFq [T ℄
of degree at most1 evaluated in�. In the following we will need the fact that�q 62 Fq � Fq2 , or in other words that�q = a + b� wherea; b 2 Fq andb is
nonzero. To see this assume by contrary that�q 2 Fq . We have(�q)q�1 = 1+ �q2�q = 1:
But at the same time we also have�q2�1 = 1. We conclude that�q�1 = 1 )�q = �. But � 62 Fq and we have reached a contradiction. We will also need
the fact that
 := �q+1 2 Fqnf0g.
We now introduce new variablesX;Y;Z;W and substituteX1 with X + Y �
andX2 with Z +W� in the defining polynomialH. This gives usXq+11 �Xq2 �X2 = �Xq+1 + aXY q + 
Y q+1 � Zq � aW q � Z�+(bXY q +XqY � bW q �W )�=: H1(X;Y;Z;W ) +H2(X;Y;Z;W )�:
From the discussion above we know thata 2 Fq andb; 
 2 Fqnf0g. We will
show thatFq [X;Y;Z;W ℄=hH1;H2i is an order domain. Let weight vectors be
given byw(X) = (q; 0); w(Z) = (q + 1; 0); w(Y ) = (0; q); w(W ) = (q; 1)
and letN20 be ordered by the standard ordering�st. Now there are precisely two
terms inH1 of highest weight, namelyw �Xq+1� = w (Zq) = (q2 + q; 0)
and there are also precisely two terms inH2 of the highest weight namelyw (XqY ) = w (W q) = (q2; q):
Note that it is crucial here thatb 6= 0. We now choose a lexicographic order-
ing �lex onM (X;Y;Z;W ) with X �lex Z andX;Y �lex W . Combining



72 Constructing new order domains from old ones Ch. I.8

this with the weights, we get a weighted degree lexicographic ordering�w onM (X;Y;Z;W ) for which lm(H1) = Zq and lm(H2) = W q. As these two
leading monomials are relatively prime,fH1;H2g constitute a Gröbner basis
with respect to�w. The footprint is given by�(I) = fM 2M (X;Y;Z;W ) j degZ(M);degW (M) < qg:
It is easy to see that there is no pair of monomials in�(I) with the same
weight. For the special caseq = 3 the value semigroup� is illustrated in
figure I.8.1. We have shown thatFq [X;Y;Z;W ℄=hH1;H2i is an order domain.
But so is alsok[X;Y;Z;W ℄=hH1;H2i wherek is an extension ofFq . In partic-
ularFq2 [X;Y;Z;W ℄=hH1;H2i is an order domain.

0
0

3

3

6

6

9

9

12

12

15
qq
qq
q

qq
qq
q

qq
qq
q

qq
qq
q

qq
qq
q

qq
qq
q

r r r rr r r rr r r rr r r rr r r r

rr
rr
r

s s ss s ss s ss s ss s s

ss
ss
s

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b

bb
bb
b


















































































Figure I.8.1: The value semigroup� � N20 in the caseq = 3. Massive small
dots correspond to weights of monomials withdegZ = degW = 0,
massive medium dots todegZ = 1, degW = 0, massive large dots
to degZ = 2, degW = 0, open medium dots todegW = 1 and
finally open large dots todegW = 2.

Example I.8.8
Now assume that we considerH(X1;X2) = X31 � X22 � X2 as a polynomial
over the complex numbersC . As beforeC [X1 ;X2℄=hHi is an order domain.
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Let C =R define our substitution, that is substituteX1 with X + Y i andX2 withZ +Wi, wherei = p�1. By inserting we getX31 �X22 �X2 = (X3 � 3XY 2 � Z2 +W 2 � Z)+(3X2Y � Y 3 + 2ZW �W )i=: H1(X;Y;Z;W ) +H2(X;Y;Z;W )i:
We will show that the situation is more complicated than in example I.8.7. That
is, we will show that there does not exist a weighted degree lexicographic order-
ing onM (X;Y;Z;W ), such thatfH1;H2g is a Gröbner basis that satisfies the
conditions in theorem I.7.1.
Assume that such one did exist. Then the set of monomials of highest weight
in H1 could be eitherfX3; Z2g, fX3;W 2g, fXY 2; Z2g or fXY 2;W 2g. And
the set of monomials of highest weight inH2 could be eitherfX2Y;ZWg orfY 3; ZWg. This gives us eight combinations to check.
Case I: Assume that the sets arefX3; Z2g for H1 andfX2Y;ZWg for H2.
Thenw(XY 2) = w(W 2). But this by assumption does not hold as bothXY 2
andW 2 are in the footprint no matter which lexicographic orderingis chosen.
Case II: Assume that the sets arefX3; Z2g forH1 andfY 3; ZWg forH2. Now
fromH1 we getw(y) < w(x) and fromH2 we getw(x) < w(y), a contradic-
tion.
Case III: Assume that the sets arefXY 2; Z2g for H1 andfY 3; ZWg for H2.
We must havew(W ) < w(Z) and alsow(X) < w(Y ). This gives usw(XY 2) <w(Y 3) < w(Z2), a contradiction.
Going through the remaining five cases one finds contradictions like the ones
described above. We conclude that we must look for a weightedlexicographic
ordering for whichfH1;H2g is not a Gröbner basis. Especially we must look
for an ordering such thatlm(H1) and lm(H2) are not relatively prime. Given
all the possible sets of such leading monomials one could, ineach case try, to
add new polynomials to the basis using Buchberger’s algorithm. However the
complexity of such a search algorithm is relatively high, ifit is to be done by
hand.



I.9

The nature of the value semigroup of a weight
function

Consider a weight function� : R! ��1 � Nr0 [ f�1g
(� ordered by some monomial ordering). We may assume that� is chosen from
the set of weight functions, in a given equivalence class of order functions in
a way s.t.r is minimal. In all the examples of weight functions that we have
considered up to now we have hadr = trdg(R). This result may very well hold
in general whenever� is finitely generated. However at this moment only the
following result is proved to hold. Namely that the value semigroup of a weight
function can not be contained inN0[f�1g, whenever the transcendence degree
of the related order domain exceeds1.

Theorem I.9.1
Given an order domainR of transcendence degree at least2, with a weight
function� : R! ��1. Then� is not isomorphic to a subspace ofN0 .

Proof:
Let x1; x2 be two elements in a transcendence basis forR. We havek[x1; x2℄ �R. Consider the restriction of� and�, that is consider�0 : k[x1; x2℄! �0. As-
sume in the rest of this proof that�0 � N0 . We will show that this assumption
leads to a contradiction, and the theorem will be proved. Thecontradiction is a
consequence of the following fact (which we are going to prove).

Fact:
Consider the weighted degree functionwdeg onk[x1; x2℄ induced by the weightsw(x1) = �(x1) andw(x2) = �(x2). Under the assumption�0 � N0 there exists
an infinite sequence(x1; f1 := x2; f2; f3; : : :) of elements ink[x1; x2℄ such that�(fi)wdeg(fi) > �(fi+1)wdeg(fi+1) ; i � 1 (I.9.1)�(fi) 62 h�(x1); �(f1); �(f2); : : : ; �(fi�1)i; i � 2: (I.9.2)
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Before proving this fact, let us investigate the contradiction. It goes as follows.
From (I.9.2) we conclude that�0 can not be finitely generated, but on the other
hand every semigroup ofN0 is known to be finitely generated.

Now let us turn to the proof of the fact. We show by an inductionproof, that
(I.9.1) and (I.9.2) are satisfied for every sub sequence(x1; f1 := x2; f2; f3; : : : ; fn),n � 2.

Initial step (n=2):
Definea0 := �(x1), a1 := �(x2). Now �(xa11 ) = �(xa02 ), so a�(1)1 2 knf0g
exists, such thatg(1)2 := xa11 + �(1)1 xa02 satisfies0 < �(g(1)2 ) < �(xa11 ). Note

that wdeg(g(1)2 ) = wdeg(xa11 ). Now if �(g(1)2 ) 62 �01 := ha0; a1i then we

choosef2 := g(1)2 . If on the other hand�(g(1)2 ) is already contained in�01,
then it is because there exist�(2)1 ; �(2)2 � 0, not both zero, such that�(g(1)2 ) =�(x�(2)11 x�(2)22 ). But then for some�(2)1 2 knf0g, g(2)2 := g(1)2 + �(2)1 x�(2)11 x�(2)22
satisfies0 < �(g(2)2 ) < �(g(1)2 ). Note that againwdeg(g(2)2 ) = wdeg(xa11 ). If�(g(2)2 ) is not contained in�01, we chosef2 := g(2)2 . If this is however not the

case, we continue the process as above, by finding new�(i)1 ; �(i)2 and�(i)1 , and

define newg(i)2 from the old ones, as long as possible. In every run the order of

the candidate forf2 (that is the order ofg(i)2 ) discrease strictly, but never attains
zero, as the weighted degree of every candidate will be equalto wdeg(xa11 ).
This means especially that the process will eventually stop. That is ans � 1
exists, such thatf2 := g(s)2 satisfies (I.9.2). Combining�(f2) < �(xa02 ) withwdeg(f2) = wdeg(xa02 ) we see that (I.9.1) is satisfied as well.

Induction step:
Assume a subset fx1; f1 := x2; f2; : : : ; fng � k[x1; x2℄ (I.9.3)

is given such that (I.9.1) and (I.9.2) holds. We will show that an elementfn+1 2k[x1; x2℄ exists, such that�(fn+1) 62 �0n := h�(x1); �(x2); �(f2); : : : ; �(fn)i (I.9.4)

and such that �(fn)wdeg(fn) > �(fn+1)wdeg(fn+1) : (I.9.5)
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Denotean := �(fn). Now �(fa1n ) = �(xan1 ) and there exists�(1)n 2 knf0g
such thatg(1)n := fa1n + �(1)n xan1 satisfies0 < �(g(1)n ) < �(fa1n ). Note thatwdeg(g(1)n ) = wdeg(fa1n ), follows from the induction hypothesis that (I.9.1)

holds in (I.9.3). If�(g(1)n ) 62 �0n, then we definefn+1 := g(1)n , and (I.9.4) is satis-

fied. If this is not the case, then it is because there exist�(2)1 ; �(2)2 ; 
(2)2 ; : : : ; 
(2)n �0, not all zero, such that�(x�(2)11 x�(2)22 f
(2)22 : : : f
(2)nn ) = �(g(1)n ):
But then also a�(2)n 2 knf0g exists such thatg(2)n := g(1)n + �(2)n x�(2)11 x�(2)22 f
(2)22 : : : f
(2)nn
satisfies0 < �(g(2)n ) < �(g(1)n ). Note again thatwdeg(g(2)n ) = wdeg(fa1n ). If�(g(2)n ) 62 �0n, then we chosefn+1 := g(2)n . If not we continue the process (just

as in the initial step), by finding new�(i)1 ; �(i)2 ; 
(i)2 ; : : : ; 
(i)n and�(i)n and defin-

ing newg(i)n from the old ones, as long as possible. In every run the order of the
candidate forfn+1 (that is the order ofg(i)n ) discrease strictly, but never attains
zero, as the weighted degree of every candidate will be equaltowdeg(fa1n ). Just

as in the initial step there exists as such thatfn+1 := g(s)n satisfies (I.9.4) and
(I.9.5). This concludes the proof of the fact, and thereby the proof of the theo-
rem. �
In particular we have the following result.

Proposition I.9.2
A nontrivial order domainR, that possesses a weight function� with value
semigroup contained inN0 [ f�1g, must be of transcendence degree1. Up to
equivalenceR does not possess any other weight function with value semigroup
contained inN0 [ f�1g. If �0 is a weight function not equivalent to�, then the
value semigroup�0 of �0 cannot be finitely generated.

Proof:
The first part is a consequence of theorem I.9.1 and remark I.3.11. The second is
a consequence of lemma I.3.42. To see the last part note the following. Assume
that�0 is a weight function that is not equivalent to�. Given any two elementsX;Y 2 R then a nonzero polynomialP 2 k[T1; T2℄ exists, s.t.P (X;Y ) = 0
in R. Now P (X;Y ) viewed as a polynomial inX;Y must contain two dif-
ferent monomials, sayXaY b andX
Y d, st. �0(XaY b) = �0(X
Y d). If �0
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is finitely generated, then we have�0 � N0 [ f�1g, which is impossible by
part two of the proposition. We conclude that�0 cannot be finitely generated.�
The proof of theorem I.9.1 was developed before (and therebyindependently of)
the appearance of [31] and [26]. Theorem I.9.1 corresponds to the result in [31],
that a discrete valuation on a fieldK=k of transcendence degree2 does not cor-
respond to an order function (see section I.10.1). And it corresponds to the result
in [26] that if an order domainR possesses a weight function� : R ! ��1,
with � � N0 , then the transcendence degree ofQuot(R) is 1.

The following surprisingly example of a weight function onk[X1;X2℄ is strongly
related to the proof of theorem I.9.1. Actually it has been used as inspiration to
develop the proof of theorem I.9.1. It was first presented at the Winter School of
Coding Theory in Ebeltoft dec. 1998. In this material we willpresent the weight
function using Pellikaan’s factor ring theorem, although it was not from that it
was developed in the first place.

Example I.9.3
Consider the order domaink[X1;X2℄. The well-known weight function induced
by �0(X1) = (1; 0), �0(X2) = (0; 1), and by some monomial ordering�N20 onN20 has the property that no pair of different monomials has the same order. In
the following we will give examples of order functions onk[X1;X2℄, with the
remarkable property that there exist pairs of different monomials that are of the
same order. To develop these order functions, we first consider the order domaink[Y1; Y2; Y3℄=I, whereI := hY 21 � Y 32 � Y3i. We will use the isomorphismk[Y1; Y2; Y3℄=I ' k[X1;X2℄ (I.9.8)

given byY1+ I 7! X1, Y2+ I 7! X2 andY3+ I 7! X21 �X32 . That is, we will
construct an order function onk[Y1; Y2; Y3℄=I, and then use the isomorphism to
translate it to an order function onk[X1;X2℄.
Let weights be given byw(Y1) = (3; 0), w(Y2) = (2; 0), w(Y3) = (0; 1) and letN20 be ordered by�st. Choose lexicographic orderingY3 �lex Y2 �lex Y1. As
usual we define�w to be the induced weighted degree lexicographic ordering onk[Y1; Y2; Y3℄. This gives uslm(Y 21 �Y 32 �Y3) = Y 21 and�(hY 21 �Y 32 �Y3i) =fY � j �1 < 2g. We easily see that the conditions in theorem I.7.1 are satisfied.
Let � be the corresponding weight function, with order basisfY � + I j �1 <2g. The isomorphism (I.9.8) now corresponds to the fact thatfX�11 X�22 (X21 �X32 )�3 j�1 < 2g is a basis fork[X1;X2℄. The isomorphism immediately gives
us an order function� onk[X1;X2℄ that is induced by�(X1) = (3; 0), �(X2) =(2; 0) and�(X21 �X32 ) = (0; 1). This order function has the property�(X21 ) =
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In the above case�(X21 � X32 ) �st �(X1); �(X2). But if we instead from
the beginning choosew(Y3 + I) = (0; 6), we will get an order function� onk[X1;X2℄ with �(X1) �st �(X2) �st �(X21 ) �st �(X1X2) �st �(X31 +X22 ) �st �(X31 ); �(X22 ) �st : : :. By choosing in turnw(Y3 + I) = (0; 1),(0; 2), (0; 3), (0; 4), (0; 5), (0; 6) we get basically different order functions.
Now let us restrict� to the subringk[Z1 := X1; Z2 := X21 �X32 ℄ ( k[X1;X2℄.
Of course no pair of monomials inZ1 andZ2 has the same order. Sok[X1;X2℄
contains two (= trdg(k[X1;X2℄)) relatively transcendental elements with the
considered property, but it is notX1;X2.
Example I.9.4
This is a continuation of example I.9.3. OrderN20 by�st and consider the weight
function induced by�(X) = (2; 0); �(Y ) = (3; 0); �(X3 + Y 2) = (0; 6):
The first three elements of any well-behaving sequence fork[X;Y ℄ wrt. � is of
the form f1 = a1;f2 = b2X + b1;f3 = 
3Y + 
2X + 
1;
whereai; bi; 
i 2 k anda1; b2; 
3 are all nonzero. Now�(f32 ) = �(f23 ) indepen-
dently of the actual values of the coefficientsai; bi; 
i. Assume there exists an
order basisB with respect to� that is closed under multiplication. But then we
must have f32 = f23 2 B: (I.9.9)

Howeverf23 contains the nonzero term
23Y 2 whereasf32 contains no term with
with Y 2. Thereforek[X;Y ℄ does not possess any order basis with respect to�
that is closed under multiplication. Or in other words,� does not possess any
order basisB such that(B; �; 1) is a semigroup. This example fills in a gap, we
had in section I.3.3.

From [31] we have the following definition.

Definition I.9.5
AssumeR is an order domain of transcendence degreer with an order func-
tion �. Then� is said to be monomial if there exists a transcendence basisfz1; : : : ; zrg for R such that any two different monomials inz1; : : : ; zr are of
different orders.
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Example I.9.6
The weight functions from example I.9.3 are monomial.

The following conjecture is due to Ruud Pellikaan.

Conjecture I.9.7
Let R be an order domain of transcendence degreer. If � : R ! ��1 is a
weight function and� is finitely generated, then� is isomorphic to a subspace
of Nr0 but not to a subspace ofNr�10 .

If conjecture I.9.7 holds, then an immediate consequence will be the following
proposition.

Proposition I.9.8
If � : R ! ��1 is an order function and� is finitely generated then� is
monomial.

In [31, Ex. 5.2] O’Sullivan uses algebraic geometry techniques to give an exam-
ple of a non monomial order function corresponding to a valuationv : k(X;Y )nf0g ! � � Q :
In the structure this example resembles example I.9.3 very much. However the
proof needed to show [31, Ex. 5.2] is very different from the proof in exam-
ple I.9.3. From the appearance of O’Sullivan’s example we conclude that the
condition in conjecture I.9.7, that� is finitely generated, is crucial. However
example I.4.3 shows that it is not in general a necessary condition.
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Every weight function is a valuation

In this chapter we first treat the general concept of valuations and corresponding
valuation rings. It will become clear that there is a strong connection between
order domain theory and valuation theory. Actually all weight functions are
valuations. However not all valuations are weight functions. In the second part
of this chapter we concentrate on the valuations corresponding to order domains
of transcendence degree 1.

I.10.1 Valuations in general

The definitions in this section are from [46]. In the following K and k will
always be fields and byK=k we will as usual denote a fieldK that containsk
as a subfield. We have the following definition of a valuation onK=k.

Definition I.10.1
Let v be a map fromKnf0g to an additive abelian group� that is ordered totally
by�. If k � K and if for everyf; g 2 Knf0g and every
 2 knf0g one hasv(fg) = v(f) + v(g) (I.10.1)v(f + g) � minfv(f); v(g)g (I.10.2)v(
) = 0 (I.10.3)

thenv is called a valuation onK=k.

We will say that two valuationsv : Knf0g ! � andv0 : Knf0g ! �0 are
equivalent if an order preserving isomorphism' : � ! �0 exists, such thatv0(f) = ' (v(f)). The set of valuations onK=k is nonempty as it will always
contain the trivial valuation corresponding to� = f0g. Condition (I.10.1) en-
sures thatv(1) = 0, and it follows that condition (I.10.3) can be skipped whenk is a finite field. We can wlog. assume that the mapv is surjective.
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We next list some important consequences of (I.10.1)-(I.10.3). Givenf; g 2Knf0g and
 2 knf0g thenv(f) = v(
f) (I.10.4)v(f) = �v(f�1) (I.10.5)v(f + g) = v(f) if v(f) � v(g): (I.10.6)

A valuation defines a so-called valuation ring.

Definition I.10.2
Let v be a valuation onK=k. The substructure ofK=k given byOv := ff 2 Knf0g j v(f) � 0g [ f0g (I.10.7)

is called a valuation ring.

Note that surelyOv is a ring, and that iff 2 KnOv then necessarilyf�1 2 Ov.Ov has a unique maximal ideal, namely the setPv := ff 2 Knf0g j v(f) � 0g [ f0g (I.10.8)

of all non units inOv. As Pv is a maximal ideal,Ov=Pv is a field. It is clear
from (I.10.6) thatOv=Pv containsk as a subfield.

As mentioned aboveOv has the property that iff 2 KnOv thenf�1 2 Ov.
The next theorem states that this property actually is a sufficient condition for a
subringR, k � R � K, to be a valuation ring.

Theorem I.10.3
LetR be a ring,k � R � K, such thatf 2 KnR impliesf�1 2 R. Then there
exists a valuationv onK=k such thatR = Ov .

Proof:
See [46]. �
Recall that O’Sullivan only considers order functions where � � N0 . In [30]
O’Sullivan shows the following very important theorem.

Theorem I.10.4
LetR be a finitely generated domain overk with order functiono (of O’Sullivan’s
type), and letK be the quotient field ofR. Then there exists a valuation onK=k
such that iff; g 2 Rnf0g are any elements s.t.o(f) < o(g) then necessarilyv(f) � v(g).
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The fact that the value set,� of o, is ordered isomorphic toN0 is not used in
O’Sullivan’s proof, so his result generalizes to the more general set-up from [13].
In the language of [13] and of this thesis, theorem I.10.4 becomes.

Theorem I.10.5
Let R be a finitely generated order domain overk with a weight function� :R ! ��1. Let � := D(�) be the group of differences according to defi-
nition I.2.3. And denoteK := Quot(R). There exists an, up to equivalence
unique, valuationv : Knf0g ! D(�) such that iff 2 R � K is non zero then�(f) = �v(f).
So an order function defines a valuation. However the opposite is not true in
general. In [31] O’Sullivan notes that there exist valuations onk(X;Y ) with� � Z0. And he shows that such a valuation does not define any order func-
tion (alternatively consult theorem I.9.1 for this fact). Clearly the equivalence
relation from this section on the set of valuations corresponds to the equivalence
relation from section I.3.3 on the set of order functions.

As already noted in section I.3.3, O’Sullivan in his papers,treats the order func-
tions on the polynomial ringk[X1; : : : ;Xm℄, that has the set of monomials inX1; : : : ;Xm as an order basis. Beside these order functions, he also describes
several other order functions onk-algebras of transcendence degree more than1. All of these descriptions involves more or less complicated methods from the
theory of algebraic geometry.

I.10.2 Algebraic function fields of one variable

In this section we will see that certain well-studied structures related to algebraic
function fields of one variable are order domains. To be more precise we will
see, that the union of the so-calledL-spaces, corresponding to a single rational
place, is an order domain. The treatment of these structureshas been postponed
to this relatively late point of the thesis, as it is the authors policy, that order
domain theory should be understandable also for readers without knowledge of
algebraic geometry and algebraic function field theory. Historically however,
these structures play a significant role as one of the major motivation to intro-
duce the concept of order functions (see [6], [20], [21] and [33]). It is beyond
the scope of this thesis to give an introduction to the theoryof algebraic function
fields of one variable. So the purpose of this section is, to give an overview of
the connection between order domain theory and the theory ofalgebraic func-
tion fields of one variable, for the reader that has some experience with the later.
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We refer to [38] for a nice and general description of the theory of algebraic
function fields of one variable. In the following we state some of the, for our
purpose, most important results from [38].

Definition I.10.6
An algebraic function fieldF of one variable over the fieldk is an extension
fieldF � k, such thatF is a finite algebraic extension ofk(x) for some elementx 2 F which is transcendental overk.

We will sometimes refer to an algebraic function field simplyas a function field.
The reader familiar with [4] should be careful, as the definition of a function
field given there, does not match the above definition. In the remaining part of
this section all considered algebraic function fields are assumed to be of one
variable.

The valuations on the function fields of the above type are so-called discrete
valuations. That is, the abelian group(�;+) from definition I.10.1 is a subgroup
of (Z;+) (here+ is the usual plus). We extend the valuationsv to all ofK by the
assignmentv(0) = 1. A valuation is uniquely specified by its valuation ring
or equivalent by the maximal ideal of the valuation ring, thelast being called
a place. This justifies why we speak about the valuationvP corresponding to
the placeP , and why we use the following notation for a valuation ring and its
maximal ideal OP := ff 2 F j vP � 0gP := ff 2 F j vP > 0g:
Now OP =P is a finite dimensional vector space overk and the degree of the
placeP is defined to be deg(P ) := dimk(OP =P ):
If deg(P ) = 1 then we callP a rational place. We denote byPF the set of
places in the function fieldF . A divisor is by definition a linear combinationA = XnP 2 ZP 2 PF nPP (I.10.9)

where only finitely many of thenP ’s are nonzero. The degree of a divisor is
defined bydeg(A) := PnP deg(P ). To every divisor corresponds a so-calledL-space defined byL(A) := fx 2 F j vP (x) � �nP ; for all P 2 P Fg:
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The nameL-space is motivated by the fact thatL(A) is a finite dimensional
vector space overk. We denote bydim(A) the dimension of this vector space.
As for any placeP , vP (x) = 0 wheneverx 2 knf0g, we see thatk is contained
in L(A), precisely when all thenP ’s in the linear combination (I.10.9) are non-
negative. One of the most important parameters of an algebraic function field is
the genusg. The genus is a non negative integer, that is equal to zero if and only
if F is isomorphic to the quotient fieldk(x).
A celebrated result is the so-called Riemann-Roch theorem that relates the de-
gree ofA with the dimension ofL(A). It uses the notion of a canonical divisorW . We will not explain what a canonical divisorW is, but only mention the
important result thatdim(W � A) = 0 wheneverdeg(A) � 2g � 1. We now
state the Riemann-Roch theorem.

Theorem I.10.7
LetW be a canonical divisor, then for any divisorA we havedim(A) = deg(A) + 1� g + dim(W �A):
Combining the Riemann-Roch theorem with the following lemma one gets the
important Weierstrass Gap theorem.

Lemma I.10.8
Let A = PnPP andB = Pn0PP be divisors ofF with nP � n0P for all P .
Then dim(B)� dim(A) � deg(B)� deg(A):
Before stating Weierstrass Gap theorem, we must introduce the so-called pole
numbers related to a place. LetP be a place. An integern � 0 is called a pole
number ofP if and only if there exists an elementx 2 F with vP (x) = n andvQ(x) � 0 for allQ 2 PFnfPg. The numbers inN0 , that are not pole numbers,
are called gaps. The set of gaps defines a semigroup, this semigroup is called
the Weierstrass semigroup corresponding toP . We now state Weierstrass Gap
theorem.

Theorem I.10.9
LetF be a function field with genusg > 0, and letP be a rational place inPF .
Then there are exactlyg gap numbersi1 < � � � < ig of P . We havei1 = 1 andig � 2g � 1.

So if P is a rational place with gap numbersfi1; : : : ; igg thendim(mP ) = dim((m� 1)P )
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wheneverm is a gap number. Anddim(mP ) = dim((m� 1)P ) + 1
wheneverm � 0 is not a gap number. So the first part of the following proposi-
tion is obvious.

Proposition I.10.10
Let P be a rational place in a function fieldF . ThenR := [1m=0L(mP ) is an
order domain with a weight function� : � R ! N0nfi1; : : : ; igg [ f�1gx 7! �vP (x): (I.10.11)

Conversely letR=k be any order domain with a weight function� : R! ��1 � N0 [ f�1g
then there exists a descriptionR = k[X1; : : : ;Xm℄=I, such that the quotient
field F := Quot(R) is an algebraic function field (of one variable), with a
unique placeP at infinity, and this place satisfies (I.10.11).

Proof:
For a proof of the last part see [26, Th. 1]. �
Consider an algebraic function fieldQuot (k[X1; : : : ;Xm℄=I) : (I.10.12)

Denotexi = Xi + I, i = 1; : : : ;m. Of particular interest is the situation where
a placeP satisfiesvP (xi) < 0, i = 1; : : : ;m, andvQ(xi) � 0 for all Q 6= P
andi = 1; : : : ;m. We say thatP is the only place at infinity, and denote it byP = P1. Now any polynomialf(x1; : : : ; xm) satisfiesvP1(f(x1; : : : ; xm)) �0 andvQ(f(x1; : : : ; xm) � 0 for Q 6= P1. Sok[X1; : : : ;Xm℄=I � 1[m=0L(mP1): (I.10.13)

Although we often have equality in (I.10.13) in our examples, it also sometimes
happens that (I.10.13) is satisfied with a strict inclusion.
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Example I.10.11
Consider the algebraic function fieldQuot �k[X;Y ℄=hX3 � Y 2i�. There is
only one place at infinity, it is rational andvP1(x) = �2, vP1(y) = �3.
Now vP1(y=x) � 0 for all Q 6= P1. Sok[X;Y ℄=hX3 � Y 2i ( 1[m=0L(mP1)
that is the quotient ring is a strict sub order domain of the union of theL-spaces.
Note that the considered algebraic function field is isomorphic to the rational
function field. A similar situation, as the one described above, occurs wheneverQuot (k[X1; : : : ;Xm℄=I) is of transcendence degree1, andI is a toric ideal.

So far we have taken the algebraic point of view on algebraic function fields. We
now discuss some more geometric features that will be important, when we are
to construct codes. In the followingA mk denotes them-dimensional affine space
overk, andPmk them-dimensional projective space overk. As usual�k denotes
the algebraic closure ofk. If I = hF1(X); : : : ; Fs(X)i � k[X ℄ is an ideal, then
we denote�I := hF1(X); : : : ; Fs(X)i � �k[X℄. The irreducible affine variety�V := V�k(�I) � A m�k corresponding to a function field of one variable is called an
affine curve (or simply a curve). Now homogenizing the defining polynomialsF1; : : : ; Fs we get a projective variety�V P � Pm�k , that contains (the image) of�V .
We call �V P a projective curve (or the projective curve corresponding to �V ). In
the following we will, when we a little incorrectly talk about a curveF (X;Y ),
mean the corresponding projective variety. A pointp 2 �V (p 2 �V P) is called
nonsingular, if the slope of�V (or equivalent of�V P) atp is well-defined. If not,
then it is called singular. Consider the following three cases.

Case Ip 2 �V = �V P \ A mk is nonsingular. NowOP = ff 2 F j f = g=h with g; h 2 k[X ℄=I andh(p) 6= 0g (I.10.15)

is a valuation ring with maximal ideal (place)P = ff 2 F j f = g=h with g; h 2 k[X℄=I
andh(p) 6= 0 andg(p) = 0g: (I.10.16)

Important facts are thatP is rational and thatk[X ℄=I � OP .

Case IIp 2 �V P \ (Pmk nA mk ) is nonsingular. We callp a point at infinity. A generaliza-
tion of (I.10.15) and (I.10.16) defines a unique valuation ring with corresponding
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place. But in this case there exist elementsf 2 k[X ℄=I such thatvP (f) < 0.

Case IIIp 2 �V P is singular. The blow-up algorithm (see [24]) gives us the places that
corresponds top. We can not say in advance, how many and of which degrees
these places will be.

The very important fact is, that the cases I,II and III together, gives us all the
rational places ofPF , and that a rational place corresponds to exactly one (not
more) point. The situation is particular simple for curves that contains no singu-
lar points. These curves are called smooth curves.

Now letP be any rational place. That isOP =P = f
+ P j 
 2 kg:
Forx 2 OP we definex(P ) 2 k to be the residue ofx moduloP . The function
defined in this way is called the residue map corresponding toP . Now let P
be any place from case I (in particularP is rational). A very nice thing now
happens, namely that we for anyf = F + I 2 OP can findf(P ) simply
asf(P ) = F (p). This result is of great importance when one constructs the
so-called geometric Goppa codes. We will discuss these codes in chapter I.11.

Remark I.10.12
Let P be any rational place of a given algebraic function fieldF . According
to [26] and [31] there exists a description like (I.10.12) ofF , such thatP in
this description becomes a unique place ofF at infinity. However this particular
description is in general not easy to find.

We have the following example.

Example I.10.13
Let k be any field. The polynomialT 3 + Y 3T + Y is absolutely irreducible
overk(Y )[T ℄, soQuot �k[X;Y ℄=hX3 + Y 3X + Y i� is a function field. This
function field is known as the function field of the Klein Quartic. HomogenizingX3 + Y 3X + Y , we getX3Z + Y 3X + Y Z3, that has the zeros(0 : 1 : 0)
and(1 : 0 : 0) at infinity. As there are more than one zero at infinity, we have
more than oneQ, for which at least one of the valuesvQ(x), vQ(y) is negative.
So the coordinate ringR := k[X;Y ℄=hX3 + Y 3X + Y i is not contained in[1m=0L(mQ) for any placeQ of the function field.

The following proposition is in [21,x3.2] proved on the level of order functions
only. It contains the result from example I.10.13 as a special case.
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Proposition I.10.14
LetF (X;Y ) 2 k[X;Y ℄ be of the formF (X;Y ) = XaY 
+uY b+
+G(X;Y )
with u 2 knf0g, degX(G) = d < a, deg(G) < b+ 
 andg
d(a; b) = 1. DefineI := hF (X;Y )i and considerB := nX�Y � + I j�; � 2 N0 ; � < a; 
� � (a� d)�o :
A weight function can be developed fromB by defining�(X�Y �+ I) := �a+�b (clearly this makesB into an order basis). If
 > 0 thenk[X;Y ℄=I possesses
no weight function.

Note thatB generates all ofk[X;Y ℄=I when
 = 0. That isk[X;Y ℄=I is an
order domain in this case. In [2] Beelen extendsspank nX�Y � + I j�; � 2 N0 ; � < a; 
� � (a� d)�o
to various rings that possess weight functions with values in N0 . He does this
using algebraic geometry techniques.

Example I.10.15
In this example we use ramification theory. For an introduction to this the-
ory see [38, Ch. III]. Define a weighted degree functionwdeg on k[X;Y ℄ byw(X) = b andw(Y ) = a. We consider curves of the formF (X;Y ) = Xa + uY b +G(X;Y ) 2 Fq [X;Y ℄ (I.10.17)

whereu 2 Fqnf0g, g
d(a; b) = 1 andwdeg(G) < ab. In particular (I.10.17)
includes the curves Feng and Rao calls type-I curves (see [6]). In the remaining
part of this thesis, a type-I curve is a curve of the form (I.10.17). NowR := Fq [X;Y ℄=hF (X;Y )i
is an order domain with an order function� induced as a weight function by�(x = X + I) = b and�(y = Y + I) = a. To see this simply apply Pellikaan’s
factor ring theorem. Alternatively, a direct proof that� satisfies the conditions
for being a weight function, can be found in [21]. Let us see how we can under-
stand the structureR in an algebraic function field theoretical set-up. Consider
the function field F := Quot(Fq [X;Y ℄=hF (X;Y )i):
We first show that there is only one place inPF that is a pole forx, and that
this place is at the same time the only place that is a pole fory (a pole forf is a
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place such thatvP (f) < 0).
By assumption we haveg
d(a; b) = 1 so the place at infinity inP Fq (X) is fully
ramified in the extensionF=Fq (X). This shows the uniqueness of a pole ofx.
Now denote this pole byP1. It is easily seen thatP1 is also a pole fory. We
have�P1 (x) = �b and�P1 (y) = �a. Finally the place at infinity inP Fq (Y ) is
fully ramified in the extensionF=Fq (Y ) and we are through. Actually we have
also shown thatP1 is a rational place. We now investigate the vector space[1m=0L(mP1). From the above discussion, we know that for�; � � 0 one hasvP1(x�y�) = �(b� + a�) andvQ(x�y�) � 0 for all Q 6= P1. In particularR � [1m=0L(mP1). And we have the following connection between the order
function� and the valuation�P1 , namely�(f) = ��P1 (f) for f 2 D:
If the monomials inx andy are the only elements inF with pole divisor of the
formmP1 for somem, thenR = [1m=0L(mP1). If however there are rational
expressionsr such thatvP1(r) = �m and vQ(r) � 0 for all Q 6= P1
thenR ( [1m=0L(mP1). If F (X;Y ) from (I.10.17) is equal toF (X;Y ) = H(X) � Y b � uY; u 2 Fqnf0g
whereb is equal to some power of the characteristic ofFq , and where all the
solutions to inT b + uT = 0 are inFq , then according to [38, Prop. VI.4.1], the
first condition is satisfied. In particular it is satisfied forthe Hermitian curveF (X;Y ) = Xq+1 � Y q � Y 2 Fq2 [X;Y ℄:



I.11

The codes related to order domains

As noted in the very beginning of this material, the whole purpose of introduc-
ing order domains and order functions is to construct codes.More specific the
concept of order domains and order functions can be seen as a generalization of
the algebraic structures, that gives us Reed-Muller codes and 1-point geometric
Goppa codes. To understand the construction of geometric Goppa codes, some
knowledge about algebraic function field theory or algebraic geometry is re-
quired. However it is the authors policy, that the main part of this thesis should
be readable, also for readers that do not have experience with algebraic func-
tion field theory or algebraic geometry. Therefore the connection to the 1-point
geometric Goppa codes will not be treated before chapter I.12, although they
constitute a very important subclass of the codes that we aregoing to construct.

The code constructionsEl,Cl, ~C(d) and ~C'(d) that we describe in the following
have their origins in the papers [8], [6] and [7] by Feng et. al. However with the
invention of the concept of order functions by Høholdt et. al. in [20], [21] and
[33] the codes were described in a more un-complicated way. We follow the
tradition for the description of the codes initiated by Høholdt et. al.

I.11.1 The evaluation code and its dual

In this section the so-called evaluation codes and their duals are introduced. The
very important order bound that is a bound on the minimum distance of the dual
codes is treated. Instead of introducing the evaluation codes and their duals in
general from the beginning, we will do it in two steps. In subsection I.11.1.1 we
will consider the evaluation codes and their duals, in a special case where the
notation becomes rather simple. In subsection I.11.1.2 we will treat the codes in
general.
Recall that the order functions fall into two classes. The one being the order
functions where the value set� is ordered isomorphic toN, and the other being
the order functions such that� is not ordered isomorphic toN. Up til recently
only order-domains/order-functions of the first kind were treated. Especially
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only the codes coming from the order functions of the first kind are treated
in [21]. However the order bound not only holds for the dual codes coming
from order functions where� is ordered isomorphic toN. It holds for any order
function. As the notation of the codes is much simpler, when awell behaving
sequence exists, we start by considering order functions where� is ordered iso-
morphic withN. We follow the lines of [21]. In the following we use extensively
the definitions from section I.3.1. The reader might want to consult this section
before proceeding.

I.11.1.1 The codesEl andCl
In this subsection we will always assume, that an order domain R with a well-
behaving sequence(f1; f2; : : :) is given. We start with a definition of a multipli-
cation between the elements inFnq .

Definition I.11.1
Define the coordinate wise multiplication� onFnq by(a1; : : : ; an) � (b1; : : : ; bn) = (a1b1; : : : ; anbn):
Note that the vector spaceFnq with the multiplication� becomes a commutative
ring with (1; : : : ; 1) as the unity. Identifyingf(a; : : : ; a) j a 2 Fqg with Fq we
see thatFnq is anFq -algebra.

Definition I.11.2
LetR be anFq -algebra. A map' : R! Fnq that isFq -linear and satisfies'(fg) = '(f) � '(g)
for anyf; g 2 R is called a morphism of theFq -algebras.

We are now in the position to give a first definition of the codes. Recall that we at
this stage assume, that the order domainR possesses a well-behaving sequence(f1; f2; : : :). We define the evaluation codeEl in the following way.

Definition I.11.3
Let ' be a morphism onR and denotehi := '(fi). For a givenl � 1 the
evaluation code (corresponding to') is given byEl := '(Ll) = spanFq fh1; : : : ;hlg:
The dual code is denoted byCl, that is.
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Definition I.11.4 Cl := f
 2 Fnq j 
 � hi = 0 for all i � lg:
Remark I.11.5
Given an order function, then it is from remark I.3.20 clear,that the codesEl
andCl do not depend on the choice of order basis.

In all of the examples that are given in this material (and in all examples that are
given in [21] as well), the morphism' is a so-called evaluation map.

Definition I.11.6
Given a quotient ringR := Fq [X1; : : : ;Xm℄=I. Let VFq (I) = fP1; : : : ; Png.
The evaluation map is given by.ev : � R ! FnqF + I 7! (F (P1); : : : ; F (Pn)) :
Remark I.11.7
It is well known thatev is surjective (see [19]). It is easily verified thatev satis-
fies the conditions in definition I.11.2, that isev is a morphism ofFq -algebras.

Example I.11.8
Consider the order domainF2 [X;Y ℄ with weight function� : F2 [X;Y ℄ !N20 [ f�1g induced by�(X) = (1; 0), �(Y ) = (0; 1) and whereN20 is ordered
by�st. A well-behaving sequence is given by(f1 = 1; f2 = Y; f3 = X; f4 = Y 2; f5 = XY; f6 = X2; f7 = Y 3; : : :):
Consider the evaluation mapev : � F2 [X;Y ℄ ! F42F 7! (F (0; 0); F (0; 1); F (1; 0); F (1; 1)) :
The evaluation codes areE1 = spanF2 f(1; 1; 1; 1)gE2 = spanF2 f(1; 1; 1; 1); (0; 1; 0; 1)gE3 = spanF2 f(1; 1; 1; 1); (0; 1; 0; 1); (0; 0; 1; 1)g= E4E5 = spanF2 f(1; 1; 1; 1); (0; 1; 0; 1); (0; 0; 1; 1); (0; 0; 1; 1)g= F42 = E6 = E7 = � � � :
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And the dual codes areC1 = f
 2 F42 j 
 � (1; 1; 1; 1) = 0gC2 = f
 2 F42 j 
 � (1; 1; 1; 1) = 
 � (0; 1; 0; 1) = 0gC3 = f
 2 F42 j 
 � (1; 1; 1; 1) = 
 � (0; 1; 0; 1) = 
 � (0; 0; 1; 1) = 0g= C4C5 = f
 2 F42 j 
 � (1; 1; 1; 1) = 
 � (0; 1; 0; 1) = 
 � (0; 0; 1; 1)= 
 � (0; 0; 0; 1) = 0g= f(0; 0; 0; 0)g = C6 = C7 = � � � :
Example I.11.9
DenoteI := hX3 � Y 2 � Y i � F4 [X;Y ℄. Consider the order domainR :=F4 [X;Y ℄=I with weight function� : R! ��1 := h2; 3i [ f�1g induced by�(X + I) = 2, �(Y + I) = 3. A well-behaving sequence is given by(f1 = 1 + I; f2 = X + I; f3 = Y + I; f4 = X2 + I; f5 = XY + I;f6 = X3 + I; f7 = X2Y + I; f8 = X4 + I; f9 = X3Y + I;f10 = X5 + I; f11 = X4Y + I; : : :):
Let the elements ofF4 bef0; 1; �; �2g where�2 + �+ 1 = 0. NowVF4 (I) = f(0; 0); (0; 1); (1; �); (1; �2 ); (�; �); (�; �2); (�2; �); (�2; �2)g:
So our evaluation map isev : 8<: R ! F84F + I 7! �F (0; 0); F (0; 1); F (1; �); F (1; �2);F (�; �); F (�; �2); F (�2; �); F (�2; �2)� :
For instanceE5 = spanF4f(1; 1; 1; 1; 1; 1; 1; 1); (0; 0; 1; 1; �; �; �2 ; �2);(0; 1; �; �2 ; �; �2; �; �2); (0; 0; 1; 1; �2 ; �2; �; �);(0; 0; �; �2 ; �2; 1; 1; �)g
and we haveE1 ( E2 ( E3 ( E4 ( E5 ( E6 ( E7 = E8( E9 = F84 = E10 = E11 = � � � : (I.11.9)
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The order bound

One of the nice things about the present description of codesis the so-called
order bound on the minimum distance ofCl. It holds in any case, where' is
surjective. Note that according to remark I.11.7, the boundholds especially,
when' is of the typeev. In the following we will always assume that' is sur-
jective.

Still following the lines of [21] we introduce the order bound by first studying
the so-called matrix of syndromes. Our assumption that' : R ! Fnq is surjec-
tive corresponds to the assumption that anN 2 N exists such thatCl = 0 forl � N . Consider theN � n matrixH := 264 h1

...hN 375
(herehi is a row vector).

Definition I.11.10
Giveny 2 Fnq . Define the so-called syndromes bysij(y) := y � (hi � hj):
We call S(y) := (sij(y) j 1 � i; j � N)
the matrix of syndromes ofy.

We have the following lemmas (all from [21]).

Lemma I.11.11
Given a nonzeroy = (y1; : : : ; yn) 2 Fnq letD(y) be the diagonaln� n matrix(D(y))ii := yi, i = 1; : : : ; n. ThenS(y) = HD(y)HT and rank(S(y)) = wt(y):
Proof:
We have sij(y) = y � (hi � hj)= nXs=1 ys(hi)s(hj)s= hi � y � hj= (HD(y)HT )ij :
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Now rank(D(y)) = wt(y). AsH (andHT ) by assumption have full rank equal
to n, we get that rank(S(y)) = rank(D(y)) = wt(y): �
Lemma I.11.12(1) If y 2 Cl�1 andl(i; j) < l thensij(y) = 0(2) if y 2 Cl�1nCl andl(i; j) = l thensij(y) 6= 0:
Proof:
(1): Lety 2 Cl�1 andl(i; j) < l. Now the last assumption means thatfifj 2Ll�1. By the definition of a morphism we havehi � hj = '(fifj) 2 '(Ll�1) = El�1 = C?l�1
that is sij(y) = y � hi � hj = 0:
(2): Let y 2 Cl�1nCl and assumel(i; j) = l. The last assumption impliesfifj 2 LlnLl�1, or in other wordsfifj = Pls=1 �sfs, where�s 2 Fq and�l 6= 0. It follows thatsij(y) = y � '(fifj) = y � �l'(fl) 6= 0: �
To state the next lemma we will need some notation.

Definition I.11.13
For l 2 N define Nl := f(i; j) 2 N2 j l(i; j) = lg:
Let �l be the number of elements ofNl.
Remark I.11.14
We differ in notation from [21]. OurNl corresponds to theirNl�1 and our�l to
their �l�1. It is the authors opinion, that the above introduced notation is easier
to work with in practice. Especially when one works with the improved codes~C(d) and ~C'(d) (not introduced yet). More importantly, the�-notation becomes
indispensable, when we in the next subsection extend theCl construction to
general order-domains/order-functions.
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To ease the notation we sometimes consider� as a function onR in the following
way.

Definition I.11.15
Let � : � R ! Nf 7! �l if f 2 LlnLl�1:
We have the following lemma.

Lemma I.11.16
If t = �l then the elements ofNl can be enumerated(i1; j1); : : : ; (it; jt) such
thati1 < � � � < it andj1 > � � � > jt.
Proof:
We can enumerate the elements such thati1 � � � � � it and ju < ju+1 ifiu = iu+1. But thenl = l(iu; ju) < l(iu; ju+1) = l(iu+1; ju+1) = l
a contradiction (note that the first inequality follows fromthe assumption, that(f1; f2; : : :) is well-behaving). The equalityiu = iu+1 must be false. That is we
havei1 < � � � < it. A similar argument shows thatj1 > � � � > jt. �
The last lemma is.

Lemma I.11.17
Let Nl = f(i1; j1); : : : ; (it; jt)g be enumerated as in lemma I.11.16. Ify 2Cl�1nCl then siujv(y) = � 0 if u < v

not zero ifu = v: (I.11.19)

Proof:
The assumptiony 2 Cl�1nCl implies that'(fi1); : : : ; '(fit); '(fj1); : : : ; '(fjt)
are contained as row vectors inH. If u < v then by lemma I.11.16 we havel(iu; jv) < l(iv ; jv) = l. Lemma I.11.12 part (1) then implies thatsiujv(y) = 0.
If u = v then lemma I.11.12 part (2) states thatsiujv(y) 6= 0. �
We are now almost in the position to state the important orderbound. We will
just need the following definition.
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Definition I.11.18
Denote d(l) := minf�s j s > lgd'(l) := minf�s j s > l; Cs�1 6= Csg:
The order bound can now be formulated as follows.

Theorem I.11.19
Let Cl be defined from a surjective morphism'. The minimum distance ofCl
is bounded by d(Cl) � d'(l) � d(l):
Proof:
Consider anyy 2 Clnf0g. There exists an indexs > l such thaty 2 Cs�1nCs.
By lemma I.11.17 the syndrome matrixS(y) contains a submatrix of rank at
least�s and by lemma I.11.11 this means thatwt(y) � �s. We have proved the
first inequality. The last inequality is obvious. �
In [6] a result similar to theorem I.11.19 was presented without the notion of an
order function. One therefore refers tod'(l) as the Feng-Rao distance.

Remark I.11.20
The parameterd(l) depends only on the order function. Especially in the case
of a weight function only on the value set�. The Feng-Rao distanced'(l)
however, also depends on the nature of the isomorphism'. Neitherd(l) nord'(l) depends on the choice of the order basis.

Example I.11.21
This is a continuation of example I.11.8. NowC1 6= C2,C2 6= C3 andC4 6= C5.
So to determine the Feng-Rao distances we need only consider8<: �2 = 2�3 = 2�5 = 4 giving

8<: d'(1) = 2d'(2) = 2d'(3) = 4:
We conclude thatC1 is a[n = 4; k = 3; d � 2℄ code,C2 is a[n = 4; k = 2; d �2℄ code, andC3 is a[n = 4; k = 1; d � 4℄ code. Inspection shows that the order
bound is tight for all three codes.
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Example I.11.22
This is a continuation of example I.11.9. From (I.11.9) we haveC1 ) C2 ) C3 ) C4 ) C5 ) C6) C7 = C8 ) C9 = C10 = C11 = � � � :
So to determine the Feng-Rao distances we need only consider8>>>>>>>><>>>>>>>>:

�2 = 2�3 = 2�4 = 3�5 = 4�6 = 5�7 = 6�9 = 8 giving

8>>>>>>>><>>>>>>>>:
d'(1) = 2d'(2) = 2d'(3) = 3d'(4) = 4d'(5) = 5d'(6) = 6d'(7) = 8:

The parameters ofEl
As described above, the order bound holds for anyCl code. A counterpart that
states a lower bound on the minimum distance of theEl code is however known
only in the case of an order domain of transcendence degree1.

Theorem I.11.23
LetR = Fq [X1; : : : ;Xm℄=I be an order domain overFq with a weight function� : R! ��1 � N0 [f�1g. And letev : R! Fnq be an evaluation map. The
minimum distance of the related codeEl is at leastn� �l, where�l is the order
of thel.th element in an order sequence forR. If �l < n thendim(El) = l:
Proof:
The proof uses the order bound. It relies heavily on the assumption � � N0 .
See [21, Sec. 5]. �
Decoding of theCl codes

One of the main arguments for the importance of the theory of order domains
and related codes, is the very nice fact, that an efficient decoding algorithm
for theCl codes is known. We will not describe this decoding algorithm, but
just repeat the following facts already mentioned in chapter I.1. Namely that a
decoding algorithm, that detects up tob(d(l) � 1)=2
 errors, has been known
more or less as long as the codes has been known. In [21] it is described how to
decode theCl codes using majority voting. The algorithm is based on Sakata’s
extension of the classical Berlekamp-Massey algorithm.



I.11.1. The evaluation code and its dual 99

I.11.1.2 The codesE� andC�, � 2 �
We now generalize theEl andCl construction to the general case, where a well-
behaving basis exists, but where a well-behaving sequence does not necessarily
exist. That is to the general case where� is not necessarily ordered isomorphic
with N. Let (f� j �(f�) = � 2 �)��
be a well-behaving basis for an order domainR. The codes are defined as fol-
lows.

Definition I.11.24
Let ' be a morphism onR and denoteh� := '(f�). For a given� 2 � the
evaluation code (corresponding to') is given byE� := '(L�) = spanFq fh�0 j�0 �� �g:
The dual code is denoted byC�, that is.

Definition I.11.25C� := f
 2 Fnq j 
 � h�0 = 0 for all �0 �� �g:
Remark I.11.26
We note that our notation is not consistent in the special case� � N0 . We get
around this problem by the following convention. If� is ordered isomorphic toN then we will use the notation from the previous subsection. Only when� is
not ordered isomorphic toN (in this case� can not be contained inN0 ), we will
use the notation from the present subsection.

Example I.11.27
Consider the order domainF2 [X;Y ℄ with weight function� : F2 [X;Y ℄! N20 [f�1g induced by�(X) = (1; 0), �(Y ) = (0; 1) and whereN20 is ordered by
the pure lexicograhpic ordering��:=�lex where(0; 1) �lex (1; 0). Consider
the evaluation map (as in example I.11.8)ev : � F2 [X;Y ℄ ! F42F 7! (F ((0; 0)); F ((0; 1)); F ((1; 0)); F ((1; 1))) :
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NowC(0;0) = f
 2 F42 j 
 � (1; 1; 1; 1) = 0)gC(0;1) = f
 2 F42 j 
 � (1; 1; 1; 1) = 
 � (0; 1; 0; 1) = 0g= C(0;2) = C(0;3) = � � �C(1;0) = f
 2 F42 j 
 � (1; 1; 1; 1) = 
 � (0; 1; 0; 1) = 
 � (0; 0; 1; 1) = 0gC(1;1) = f
 2 F42 j 
 � (1; 1; 1; 1) = 
 � (0; 1; 0; 1) = 
 � (0; 0; 1; 1) == 
 � (0; 0; 0; 1) = 0g= f(0; 0; 0; 0)g= C(a;b) for any(a; b) �� (1; 1):
Example I.11.28
In this example we compare the codes from the above example with the codes
from example I.11.8. We immediately see thatC1 = C(0;0); C2 = C(0;1); C3 = C(1;0) andC5 = C(1;1): (I.11.28)

Now let � : F2 [X;Y ℄ ! N20 be any weight function induced by�(X) = (1; 0),�(Y ) = (0; 1) and withN20 ordered by�N20 . Regardless of the actual definition
of �N20 we will have� ev(Y ) 6= ev(F (X;Y )) for anyF (X;Y ) such that�(F (X;Y )) �N20 �(Y )� ev(X) 6= ev(F (X;Y )) for anyF (X;Y ) such that�(F (X;Y )) �N20 �(X)� ev(XY ) 6= ev(F (X;Y )) for anyF (X;Y ) such that�(F (X;Y )) �N20 �(XY ).
So the reason for the equalities in (I.11.28) is that both1 �st Y �st X �st XY
and1 �lex Y �lex X �lex XY . We may think of�st from example I.11.8, as
an approximation of�lex from example I.11.27.

Remark I.11.29
Consider the codes defined from a well-behaving basis to which there does not
correspond a well-behaving sequence. A natural question inthe light of exam-
ple I.11.28 is, if one can always find a well-behaving sequence, that approxi-
mates the well-behaving basis in the sense, that it defines the same set of codes
by the same set of basis elements. We will not try to answer this question, but
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only note, that the description of an approximating well-behaving sequence, in
some cases may be more complicated, than the description of the well-behaving
basis it approximates.

The order bound

We next show how to generalize the proof of the order bound given in subsec-
tion I.11.1.1, to the general case considered in this subsection. In the remaining
part of this subsection' is always assumed to be surjective. This corresponds
to assuming that a� 2 � exists such thatC~� = 0 for all ~� �� �. It might not,
as in the previous subsection, be possible to choose� such that bothC� = 0,
and such that there are finitely many indices�0 �� �. So we do not have anN � n matrixH as in the previous subsection. To prove the order bound we
will, instead of considering a fixed matrixH, considern different matrices. One
for each� 2 � such thatC� 6= C�0 for any�0 �� �.

To describe these matrices we must first introduce some notation and state a
lemma.

Definition I.11.30
Given� 2 � then N� := f(�; �) 2 �2 j l�(�; �) = �g:
Define�� := #N� if N� is a finite set, and�� :=1 if not.

In consistency with definition I.11.15 we have.

Definition I.11.31
Let � : 8<: R ! Nf 7! �� if f 2 L� butf 6 2L�0 for any�0 �� �:
Lemma I.11.32
Let r � �� be finite. Givenr elements(�1; �1); : : : ; (�r; �r) 2 N� then the
enumeration can be chosen such that�1 �� � � � �� �r and�1 �� � � � �� �r.
Proof:
As the proof of lemma I.11.16. �
Now let � 2 � be an element such thatC� 6= C�0 for any�0 �� �. Define
for this�, r := minf��; ng, wheren is the length of the codes. The matrixM
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corresponding to� (or equivalent the matrixM corresponding toy 2 Fnq , wherey 62C� but y 2 C�0 for any�0 �� �) is defined as follows. Let�1; : : : ; �r 2� be chosen such that(�1; �r); (�2; �r�1); : : : ; (�r; �1) 2 N� and�1 ��� � � �� �r. This is possible by lemma I.11.32. The first rows ofM arem1 :='(f�1); : : : ;mr := '(f�r). Now fill in with extra rows of the form'(f�)
where the�’s are some elements in� to get a, sayN � n matrixM := 264 m1

...mN 375
of full rank equal ton.

Definition I.11.33
Giveny 2 Fnq letM be the corresponding matrix. Definetij(y) := y � (mi �mj)
and T (y) := (tij(y) j 1 � i; j � N) :
We have the following lemmas.

Lemma I.11.34
Let y = (y1; : : : ; yn) 2 Fnq nf0g and letM be the corresponding matrix. LetD(y) be then� n diagonal matrix with(D(y))ii = yi, i = 1; : : : ; n. ThenT (y) =MD(y)MT and rank(T (y)) = wt(y):
Proof:
As the proof of lemma I.11.11. �
Lemma I.11.35(1) If y 2 C�0 for all �0 �� � andl�(
i; 
j) �� �

thentij(y) = y � '(f
i) � '(f
j ) = 0:(2) if y 2 C�0 for all �0 �� � buty 62 C� andl�(
i; 
j) = �
thentij(y) = y � '(f
i) � '(f
j ) 6= 0:

Proof:
As the proof of lemma I.11.12. �
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Lemma I.11.36
Fory 2 Fnq letM be the corresponding matrix. We gettuv(y) = � 0 if u+ v < r + 1

not zero ifu+ v = r + 1: (I.11.33)

Proof:
Note thatu; v � r for all the entries considered in (I.11.33), that is we only
work with the firstr vectors ofM . The proof follows the lines of the proof of
lemma I.11.17. �
The natural generalization of definition I.11.18 is:

Definition I.11.37
Denote d(�) := minf�� j � �� �gd'(�) := minf�� j � �� �;C�0 6= C� for any�0 �� �g:
We will refer tod'(�) as the Feng-Rao distance.

The general version of the order bound is.

Theorem I.11.38
LetC� be defined from a surjective morphism'. The minimum distance ofC�
is bounded by d(C�) � d'(�) � d(�):
Proof:
The proof follows the lines of the proof of I.11.19. �
Remark I.11.39
The contents of remark I.11.5 and remark I.11.20 is of coursestill valid in this
more general setting.

Remark I.11.40
If we label thenmatricesM byM1; : : : ;Mn and the correspondingr-values byr1; � � � ; rn. Then we can construct a matrixH that contains, as the only rows,
the firstr1 rows ofM1, the firstr2 rows ofM2, : : :, the firstrn rows ofMn.
This matrix will be of rank equal ton. That is, we could rewrite the above proof
for the order bound using only one matrix.
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Example I.11.41
This is a continuation of example I.11.27. By example I.11.28 and example I.11.21
the parameters of theC� codes are of course already known. However if we
want to determine the Feng-Rao distances in the language of example I.11.27,
then the derivation looks as follows8<: �(0;1) = 2�(1;0) = 2�(1;1) = 4 giving

8<: d'((0; 0)) = 2d'((0; 1)) = 2d'((1; 0)) = 4:
I.11.2 Improved dual codes

In this section we shall see how to improve the construction of the dual codes
of the evaluation codes. Again the first reference on the subject is [6]. This
improvement is described in [21] in the case ofCl codes. The definitions of the
improved codes and the bounds on their minimum distances described there, is
immediately generalized to the general caseC�, � 2 � (where� is not neces-
sarily ordered isomorphic toN). We have the following general definition.

Definition I.11.42
Let (f� j � 2 �)�� be a well-behaving basis. For any positive integerd define~C(d) := f
 2 Fnq j 
 � h� = 0 for all � 2 � such that�� < dg~C'(d) := f
 2 Fnq j 
 � h� = 0 for all � 2 � such that�� < d

and such thatC�0 6= C� for any�0 �� �g:
Of course the definitions simplify to~C(d) := f
 2 Fnq j 
 � hl = 0 for all l 2 N such that�l < dg~C'(d) := f
 2 Fnq j 
 � hl = 0 for all l 2 N such that�l < d

and such thatCl�1 6= Clg
in the case of� being ordered isomorphic toN.

Remark I.11.43
Again we get around the inconsistency in notation by the convention that we use
the later notation whenever a well-behaving sequence exists.

From [21] we have the following counterpart to the order bound.
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Theorem I.11.44
Let ~C(d) and ~C'(d) be constructed from a surjective morphism. The minimum
distances is bounded byd� ~C(d)� � d� ~C'(d)� � d
(here we use the conventiond(f0g) =1).

Proof:
The code~C(d) is contained in~C'(d). So it is enough to proved� ~C'(d)� � d.

The above convention ensures that the theorem holds in the case ~C'(d) = f0g.
Assume a nonzeroy 2 ~C'(d) is given. Let� 2 � be the value such thaty 2 C�
buty 62 C�0 for any�0 �� �. Especiallyy � h� 6= 0: (I.11.36)

From the proof of theorem I.11.38 we havewt(y) � ��. Assume that theo-
rem I.11.44 does not hold, implying that�� < d. But then by definition of~C'(d) we must havey � h� = 0 contradicting (I.11.36). �
We will sometimes refer to theorem I.11.44 as the order boundfor the ~C(d) and
the ~C'(d) codes.

Remark I.11.45
To construct the~C'(d) code we need to know the setSd := f� 2 � j �� < d;C�0 6= C� for any�0 �� �g:
The dimension of~C'(d) is easily found ask = n�#Sd.
Example I.11.46
Consider the order domainF3 [X;Y ℄ with weight function� : F3 [X;Y ℄ !N20 [ f�1g induced by�(X) = (1; 0), �(Y ) = (0; 1) and whereN20 is ordered
by�st. A well-behaving sequence is given by(f1 = 1; f2 = Y; f3 = X; f4 = Y 2; f5 = XY; f6 = X2;f7 = Y 3; f8 = XY 2; f9 = X2Y; f10 = X3; f11 = Y 4;f12 = XY 3; f13 = X2Y 2; f14 = X3Y; : : :): (I.11.37)

The9 points inF23 defines an evaluation mapev : F3 [X;Y ℄! F23 . The indicesl
for whichCl 6= Cl�1 are1; 2; 3; 4; 5; 6; 8; 9; 13. And the corresponding�-values
are �1 = 1; �2 = 2; �3 = 2; �4 = 3; �5 = 4;�6 = 3; �7 = 4; �8 = 6; �9 = 6; �13 = 9:
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So ~C'(4) = f
 2 F93 j 
 � h1 = 
 � h2 = 
 � h3= 
 � h4 = 
 � h6 = 0g
has minimum distance at least4 and dimensionk = 9� 5 = 4. WhereasC6 = f
 2 F93 j 
 � h1 = � � � = 
 � h6 = 0g
has also minimum distance at least4 but only dimensionk = 9 � 6 = 3. Note
that ~C(4) = ~C'(4).
Example I.11.47
This is a continuation of example I.11.8 and example I.11.9.In both exam-
ples the sequence(�l j Cl 6= Cl�1) is non discreasing. We conclude that every~C'(d) code, constructed from the order sequences in examples I.11.8 and I.11.9,
is also aCl code.

Example I.11.48
This is a continuation of example I.11.46. If we replacef6 in the order se-
quence (I.11.37) byf 06 := f6 + f5 = X2 + XY , then we get a new order
sequence for the same order function. The~C'(4) and ~C(4) codes with respect
to this order sequence are again equal. But they are different from the code from
example I.11.46.

Remark I.11.49
The ~C(d) and ~C'(d) constructions rely on the choice of order basis. The di-
mension of the~C'(d) code is unaffected by the choice of order basis.

I.11.3 Generalized Hamming weights

In the previous sections we saw how to estimate the minimum distances of a
large class of the codes coming from order domains. In this section we men-
tion how theorem I.11.38 can be generalized to work, not onlyfor minimum
distances, but for the so-called generalized Hamming weights. The generalized
Hamming weights are parameters related to linear codes. We have the following
definitions. Consider a setD � Fnq and defineSupp(D) := fi j 9v = (v1; : : : ; vn) 2 D such thatvi 6= 0g:
Given a linear code of dimensionk thenk parameters are defined as follows.
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Definition I.11.50
Let C be a linear code of dimensionk. Ther.th generalized Hamming weight,r 2 f1; : : : ; kg, is defined bydr(C) := minf#Supp(D) jD is a linear

subspace ofC of dimensionrg:
It is clear thatd1(C) is the minimum distance ofC. That is, the generalized
Hamming weights can be understood as a generalization of theminimum dis-
tance of linear codes. The concept of generalized Hamming weights was orig-
inally studied in [18] and was later used for cryptographical purposes by Wei
in [45] in 1991. Since 1991 a lot of research have been done on this area and
many results have been achieved, although the area is still quite open. What is
interesting to us here is, that some of the important achievements have been done
using order domain theory. In [17] Heijnen and Pellikaan describe the following
generalization of theorem I.11.19. First we need to extend definition I.11.13.

Definition I.11.51
LetR be an order domain that possesses a well-behaving sequence(f1; f2; : : :).
Given numbersl1 < � � � < lr then�rl1;��� ;lr := # f(i; j) 2 N2 j 9 s 2 fl1; : : : ; lrg

such thatl(i; j) = sg:
Clearly�1l1 = �l1 (definition I.11.13).

Definition I.11.52
Let (C1; C2; : : :) be defined from a surjective morphism'. LetN be a number
such thatCN = f0g. Denotedr'(l) := minf�rl1;:::;lr j l < l1 < � � � � N

andCli�1 6= Cli ; 8i = 1; : : : ; rg:
Clearly d1'(l) = d'(l) (definition I.11.18). The order bound for generalized
Hamming weights can now be formulated as follows.

Theorem I.11.53
LetCl be defined from a surjective morphism'. Ther.th generalized Hamming
weight is bounded by dr(Cl) � dr'(l):



108 The codes related to order domains Ch. I.11

It is shown in [17] that this bound is tight in the important case of Reed-Muller
codes. Theorem I.11.53 is also used in [1] to find the generalized Hamming
weights of the Hermitian codes.

Turning to the codesC�, coming from order bases that can not necessarily be
ordered to become order sequences, we have the following modification of the
above definitions and theorem I.11.53.

Definition I.11.54
Let fF� j� 2 �g be an order basis for an order domainR (with respect to the
ordering�� on�). Given elements�1 �� � � � �� �r then�r�1;:::;�r := #�(�; �) 2 �2 j 9� 2 f�1; : : : ; �rg

such thatl�(�; �) = �g :
Definition I.11.55
Let �1; : : : ; �n be the unique elements in� such thatC�i 6= C�0 for any�0 ���i, i = 1; : : : ; n. Denotedr'(�) := minn�r�j1 ;:::;�jr j� �� �j1 �� � � � �� �jr ;�ji 2 f�1; : : : ; �ng; i = 1; : : : ; rg :
Theorem I.11.56
LetC� be defined from a surjective morphism'. Ther.th generalized Hamming
weight is bounded by dr(C�) � dr'(�):
A rough outline of a proof:
In exactly the same way as we modified the proof of theorem I.11.19 to give a
proof of theorem I.11.38, we can modify the proof of theorem I.11.53 from [17],
to give a proof of theorem I.11.56. Especially we keep the definitions ofM andT (y). We notice that the choice ofM is even more natural in the later case.�



I.12

New codes and new descriptions of old codes

In this chapter we will compare the constructions of codes from order domains,
with previous known constructions of codes. In this connection we will con-
sider Feng and Rao’s codes from [7] as codes constructed fromorder domains,
although the concept of an order domain was not invented then. We will illus-
trate how the codes from order domains can be seen as a generalization of the
Reed-Muller codes and the 1-point geometric Goppa codes. A description of
this can also be found in [7] and [21]. We are in this chapter only concerned
with codes defined from order sequences, as we have not demonstrated that the
generalization from section I.11.1.2 actually gives more codes than can already
be constructed using the techniques from section I.11.1.1.

I.12.1 Reed-Muller codes

In this section we will, from an order domain theoretical point of view, discuss
the well-known Reed-Muller codes and an important generalization of these.
We will only be concerned with the affine ones, that is, we do not consider pro-
jective Reed-Muller codes.

Consider the affine spaceA mFq = Fmq . Denoten := qm and letfP1; : : : ; Png be
the points inFmq . By ' we denote the surjective evaluation map' : � Fq [X1; : : : ;Xm℄ ! FmqF 7! (F (P1); : : : ; F (Pn)) :
Define �q := fM jM a monomial,

and degXi(M) < q; i = 1; : : : ;mg (I.12.2)

and note that '(�q) = f'(M) jM 2 �qg
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is a basis forFmq . We have the following definition of a Reed-Muller codeRMq(r;m).
Definition I.12.1
Let r be a nonnegative integer,m a positive integer andq a prime power. The
r.th orderq-ary Reed-Muller code (abbreviatedRM -code) of lengthn = qm is
the vector spaceRMq(r;m) := spanFq f'(M) jM a monomial inX1; : : : ;Xm

and deg(M) � rg:
It is a well-known fact thatRMq(r;m)? = RMq(m(q�1)�r�1;m). If we de-
fine an appropriate weight function� onR := Fq [X1; : : : ;Xm℄ thenRMq(r;m)
becomes a code of typeEl. One such choice is the weight function� : R! Nm0
induced by the weights �(X1) = (1; 0; 0; : : : ; 0)�(X2) = (0; 1; 0; : : : ; 0)

...�(Xm) = (0; 0; : : : ; 0; 1) (I.12.4)

and whereN00 is ordered by�st. We get a well-behaving sequence(1;Xm;Xm�1; : : : ;X1;X2m; : : : ;X2X1;X21 ;X3m; : : :): (I.12.5)

And RMq(r;m) = El wherel is the index such thatfl = Xr1 . In [21, Sec.
4] it was first shown that the order bound gives the right valueof the minimum
distance of anyRM?q (r;m) code (and thereby of anyRMq(r;m) code). In [17]
it is (as noted in the previous chapter) shown, that even the generalization of the
order bound to case of generalized Hamming weights, is tightin the case of aRM -code.

Example I.12.2
This is a continuation of example I.11.8. We haveE1 = RM2(0; 2) = C3E3 = RM2(1; 2) = C1:
Example I.12.3
This is a continuation of example I.11.46. We haveE1 = RM3(0; 2) = C13E3 = RM3(1; 2) = C6E6 = RM3(2; 2) = C3E13 = RM3(3; 2) = C1:
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From [41] we have the following definition of what we will calla weighted
Reed-Muller code, or abbreviated aWRM -code. The definition calls for a
set of weightsW = fw(X1); : : : ; w(Xm) 2 Ng. By wdeg we denote the
corresponding weighted degree function onFq [X1; : : : ;Xm℄.
Definition I.12.4
Let r be a nonnegative integer,m a positive integer andq a prime power. The
r.th orderq-ary Reed-Muller code of lengthn = qm defined from the setW of
weights is the vector spaceWRMq(r;m;W ) := spanFq f'(M) jM a monomial inX1; : : : ;Xm

andwdeg(M) � rg:
According to [41] the dual of a weighted Reed-Muller code is again a weighted
Reed-Muller code. By [41, Rem. 1] the parameters of theWRM codes are
worse or equal to the parameters of theRM codes. Again it is obvious that
a weight function onR can be defined such thatWRMq(r;m;W ) becomes a
code of typeEl. Simply define a weight function by�(X1) = (w(X1); 0; 0; : : : ; 0)�(X2) = (0; w(X2); 0; : : : ; 0)

...�(Xm) = (0; 0; : : : ; 0; w(Xm)) (I.12.6)

and orderNm0 by�st.
Recall that only for certain choices ofl, the codeEl, corresponding to the or-
der sequence (I.12.5), is aRM code. However it is aWRM code. This is
seen as follows. We first note that ifM 6 2�q then there exists aM 0 2 �q
such that'(M) = '(M 0) and such thatM 0 j M . We now choose weightsw(X1); : : : ; w(Xm) such thatwdeg(M1) < wdeg(M2) for M1;M2 2 �q if
and only ifM1 comes beforeM2 in the order sequence (I.12.5). The result fol-
lows. A similar result clearly holds for theEl codes related to the order function
defined by (I.12.6).

Consider now any order function� on Fq [X1; : : : ;Xm℄ for which the set of
monomials constitutes an order basisB. If m = 2 then we have, from sec-
tion I.3.3, a complete picture of the monomial orderings that gives order func-
tions. It is clear that whenm = 2, then for any of these monomial orderings�Nr0 one can find a weighted degree lexicographic ordering�w with weightsw(X1); : : : ; w(Xm) 2 N0 , that approximate the monomial ordering in the sense,
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that if M1;M2 2 �q satisfiesM1 �Nr0 M2 thenw(M1) < w(M2). It follows
that form = 2 anyEl code corresponding to the order basisB can be described
as aWRM code. However whenm > 2 then the situation is not so clear. We
leave it as an open problem to decide whether the result holdsfor arbitrarym.

Recall that, in example I.9.3 and example I.9.4, we showed that there are or-
der functions onk[X1;X2℄ that does not correspond to monomial orderings onk[X1;X2℄. We can conclude that the set ofEl codes defined from a polynomial
ring Fq [X1; : : : ;Xm℄ (m � 2) is larger that the set ofWRM codes defined
from Fq [X1; : : : ;Xm℄.
Finally we discuss the codes of type~C'(d). We claim that if� and�0 are two
order functions onFq [X1; : : : ;Xm℄, such that both have the set of monomials
as an order basis, then the codes~C'(d) are the same. To see this letM be a
monomial inFq [X1; : : : ;Xm℄, sayM = fi with respect to� andM = fi0 with
respect to�0. We must convince our selves thatCi 6= Ci�1 (with respect to�) if and only if Ci0 6= Ci0�1 (with respect to�0). The result follows from the
following already mentioned facts. First'(�q) is a basis forFmq . And second,
if a monomialM 6 2�q is considered, then there exists anM 0 2 �q, such that'(M) = '(M 0), and such thatM 0 jM .

Finally a ~C'(d) code of the above type can not in general be described as anEl
code coming from a monomial ordering onMm. Simply note that the�-value
corresponding toX21 andX22 is 3, and that the�-value corresponding toX1X2
is 4. If a monomial ordering� on Fq [X1;X2℄ was to respectX21 ;X22 � X1X2
then we would haveX1 � X2 � X1, a contradiction. We have once again
demonstrated that the order domain methods give new classesof codes coming
from polynomial rings.

I.12.2 Geometric Goppa codes

An important motivation for introducing the concept of order domains in the first
place was, that one wanted to simplify the description of theso-called 1-point
geometric Goppa codes. We have the following general definition of geometric
Goppa codes.

Definition I.12.5
Consider an algebraic function fieldF overFq of one variable. LetP1; : : : ; Pn
be rational places and denoteD = P1; : : : ; Pn. LetG = PnPP be a divisor
such thatnPi = 0 for i = 1; : : : ; n. The geometric Goppa codeCL(D;G) is the
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code CL(D;G) := f(f(P1); : : : ; f(Pn)) j f 2 L(G)g:
If G = mQ andQ is rational, thenCL(D;G) is said to be a 1-point geometric
Goppa code.

ClearlyCL(D;G) is Fq linear, and ifff1; : : : ; fsg is a basis forL(G), thenf(f1(P1); : : : ; f1(Pn)); : : : ; (fs(P1); : : : fs(Pn))g
is a basis forCL(D;G). The following well-known theorem describes the pa-
rameters of the code.

Theorem I.12.6
Let CL(D;G) be a geometric Goppa code withdeg(G) < n. The parameters
of CL(D;G) are described byd � n� deg(G) (I.12.8)k = dim(G) � deg(G) + 1� g (I.12.9)

whereg is the genus ofF . If in particular2g � 2 < deg(G) < n then equality
holds in (I.12.9).

Proof:
The proof relies heavily on the Riemann-Roch Theorem, see [38]. �
It is clear that the set ofEl codes related to order domains of transcendence de-
gree 1 contains the 1-point geometric Goppa codes as a subset, simply because[1m=0L(mQ) is an order domain whenQ is rational (the first part of proposi-
tion I.10.10), and because the residue map is anFq morphism. Similar it is clear
that the set ofCl codes related toR contains the set of duals of1-point geomet-
ric Goppa codes as a subset. Now from the second part of proposition I.10.10
we know that any order domainR with a weight function� : R! ��1 � N0 [ f�1g
can be described on the formR = k[X1; : : : ;Xm℄=I, such that the quotient fieldF := Quot(R) is an algebraic function field (of one variable) with a unique
placeP at infinity, and such that this place satisfies�(f) = �vP (f) for anyf 2 R. Regarding the nature of the surjective morphisms' : R ! Fnq , Mat-
sumoto shows in [26], that any surjective morphism' : R ! Fnq is of the form'(f) = (f(P1); : : : ; f(Pn)) whereP1; : : : ; Pn are rational places inF (this
result also holds for non finite constant fieldsk). From this fact it is (as noted



114 New codes and new descriptions of old codes Ch. I.12

in [26]) clear that everyEl code related to an order domain of transcendence
degree1 can be understood as a 1-point geometric Goppa code. And it isclear
that a similar result holds for theCl codes. Finally of course also the~C'(d)
codes can be understood in the language of geometric Goppa codes. Matsumoto
notes that they corresponds to what he calls Miura’s generalization of 1-point
geometric Goppa codes (the references are [27] and [28]).

Regarding the estimation of the minimum distance, it is clear that the bound in
theorem I.11.23 equals the bound in theorem I.12.6. Matsumoto notes that the
bounds on the minimum distance ofCl and ~C'(d), that we treated earlier in this
thesis, equals the bounds stated by Miura.

The advantage of using order domain theory to describe 1-point geometric Goppa
codes should be obvious. Note that from an order domain pointof view singular
points are no more difficult to handle that nonsingular ones.

I.12.3 The new constructions versus previous constructions

As demonstrated in section I.12.1 and section I.12.2, the set of codes constructed
from order domains contains as important special cases the following codes.
Namely the 1-point geometric Goppa codes, the duals of 1-point geometric
Goppa codes and the WRM-codes. Further in the case of an orderdomainR
of transcendence degree1 the ~C'(d) construction can be viewed as an improve-
ment of the duals of 1-point geometric Goppa codes.
Beside these codes we get a new large class of descriptions ofcodes coming
from order domains of transcendence degree larger than1. Whenever these
codes are of typeCl, ~C(d) or ~C'(d), the description includes an estimation of
their minimum distances. One can think of theCl-codes as generalizations of
the duals of the 1-point geometric Goppa codes. That is a generalization to the
case of function fields of arbitrary high transcendence degree. We mention that
J. P. Hansen in [15] and S. H. Hansen in [16] succeed in constructing general-
izations of geometric Goppa codes, to the case of higher dimensional function
fields by use of algebraic geometry.

All together the application of order domain theory in coding theory has three
important advantages.� The descriptions are simplified for many of the already knowncodes� We get new classes of codes coming fromFq -algebras of transcendence

degree larger than1
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In figure I.12.1 an overview of the different constructions is given. It is im-
portant to notice that the figure gives a picture of the relationship between the
different classes of constructions; not a clear picture of the relationship between
the different classes of codes. To see why this is so, just notice, that actually
all linear codes can be described as geometric Goppa codes (see [34]), and that
some 1-point geometric Goppa codes can also be described as duals of 1-point
geometric Goppa codes (see [1] for an example).

This box:
1 point
codes

This box:
Duals of
1 point 
codes

This box:
Geometric
Goppa codes

This thin box:
WRM-codes

First grey region:
E codes

Second grey region:
C codes  

trdg=1

trdg=2

trdg=3

...

...

This thin box:

C  (d)  codesϕ

Figure I.12.1: The relationship between the different classes of constructions.
TheEl codes are left out forFq -algebras of transcendence de-
gree larger than1, as no estimation of their minimum distances is
known.
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Changing the parameters of ~C'(d) by changing��
Every order domainR of transcendence degree at least 2 presented in this thesis,
possesses infinitely large families of weight functions, such that if� and�0 are
weight functions in the family then the following holds. Both � and�0 has value
semigroup� but the corresponding monomial orderings on� are different. Fur-
ther there exists a basis forR that is an order basis for both� and�0. And �
and�0 are identical on this basis. In other words, the indexed order bases are the
same.
While the ~C(d) construction is unaffected by this change of ordering on thein-
dexed order basis, this is clearly in general not the case fortheCl construction.
Regarding the~C'(d) construction, we will see in the following, that it is in some
cases unaffected, and in other cases affected by a change of ordering on�.

In the following example we show that~C'(d) might be independent of the
choice of ordering on�, although infinitely many choices of proper ordering
on� exist.

Example I.13.1
Consider the toric idealI := hX1X2 +X23 i � F2 [X1;X2;X3℄:
We have a weight function� : R := F2 [X1;X2;X3℄=I ! ��1 := h(2; 0); (0; 2); (1; 1)i [ f�1g
induced by �(x1 := X1 + I) = (2; 0)�(x2 := X2 + I) = (0; 2)�(x3 := X3 + I) = (1; 1)
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and by some arbitrary monomial ordering�� on�. Let�(I) be one of the two
possibilities of a footprint ofI, andB := fM + I jM 2 �(I)g
the corresponding basis forR. Now if we index the elements ofB according to
their orders and if we then order the elements inB� according to�� (used on
the indices), then we get a well behaving basis. For any monomial ordering��
on��1 we know in advance that� xi is of lower index thanxai for a > 1 andi = 1; : : : ; 3� x3 is of lower index thanx1x3, x3x3 andx1x2
(to see thatx3 is of lower index thanx1x2 just note that�(x3) = (1; 1) and�(x1x2) = (2; 2)).
Now the variety corresponding toI isVF2 (I) = f(0; 0; 0); (1; 0; 0); (0; 1; 0); (1; 1; 1)g
giving us the evaluation mapev. We haveev(xi) = ev(xai ) for a > 1; i = 1; : : : ; 3ev(x3) = ev(x1x2) = ev(x1x3) = ev(x2x3):
So no matter which ordering�� we choose then a basis elementf� in B such
that ev(f�) 62 spanF2 fev(f�0) j�0 �N20g (I.13.4)

must be either1; x1; x2 or x3. As the number of possible choices off� such
that (I.13.4) is satisfied equals#VF2 (I), we conclude the following. Differ-
ent choices of�� might give different codesCl, but the codes~C'(d) will be
independent of the choice of��.

In the next example we will see that there exist order domainssuch that different
legal choices of ordering on� give different ~C'(d) codes. In the example,
actually even the parameters of the codes, will be dependenton the choice of
the ordering on�.

Example I.13.2
Consider the toric idealI := hX1X22 �X33 i � F3 [X1;X2;X3℄:
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We have a weight function� : R := F3 [X1;X2;X3℄=I ! ��1 := h(0; 6); (3; 0); (2; 2)i [ f�1g
induced by �(x1 := X1 + I) = (0; 6)�(x2 := X2 + I) = (3; 0)�(x3 := X3 + I) = (2; 2)
and by some arbitrary monomial ordering�� on�. Consider the footprint�(I) = fX�1 X�2X
3 j 
 < 3g
and the corresponding indexed order basis forRB� := ff�(M+I) :=M + I jM 2 �(I)g:
In the following we will construct codes of the type~C'(d) corresponding to two
different orderings��.
The variety ofI isVF3 (I) = f(0; 0; 0); (1; 0; 0); (2; 0; 0); (0; 1; 0); (0; 2; 0);(1; 1; 1); (1; 2; 1); (2; 1; 2); (2; 2; 2)g
defining ourev map. So the codes will be of length9. In the following we use
the notationf := F + I.

Case I:
Assume�N20 is the standard ordering�st. One can show that the basis elementsfi in B such thatCi 6= Ci�1 aref1; x2; x3; x1; x22; x2x3; x23; x2x23; x21g
(ordered with respect to�N20 ). The corresponding set of� values isf1; 2; 2; 2; 3; 4; 3; 6; 3g:
Now ~C'(3) has parity check matrix~H'(3) = 2664 1 1 1 1 1 1 1 1 10 0 0 1 2 1 2 1 20 0 0 0 0 1 1 2 20 1 2 0 0 1 1 2 2 3775 (I.13.5)
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and the order bound is tight as(1; 1; 1; 0; 0; 0; 0; 0; 0) 2 ~C'(3):
Of course the dimension isk = 9� 4 = 5.
Turning to the code~C'(4) we have parity check matrix

~H'(4) = 2666666664
1 1 1 1 1 1 1 1 10 0 0 1 2 1 2 1 20 0 0 0 0 1 1 2 20 1 2 0 0 1 1 2 20 0 0 1 1 1 1 1 10 0 0 0 0 1 1 1 10 1 1 0 0 1 1 1 1

3777777775 : (I.13.6)

The order bound is tight as(0; 0; 0; 1; 2; 2; 1; 0; 0) 2 ~C'(4)
and the dimension isk = 9� 7 = 2.

Case II
We choose�N20 to be the weighted degree lexicographic ordering composed
by w ((1; 0)) = 2, w ((0; 1)) = 1 and (1; 0) �lex (0; 1). And �� to be the
restriction of this. One can show that the basis elementsfi in B such thatCi 6=Ci�1 are f1; x1; x3; x2; x21; x1x3; x1x2; x22; x21x2g
(ordered with respect to�N20 ). The corresponding set of� values isf1; 2; 2; 2; 3; 4; 4; 3; 6g:
Now the ~C'(3) code is exactly the same as in case I. However the~C'(4) code
is improved as the rowev(x23) = (0; 0; 0; 0; 0; 1; 1; 1; 1)
is to be removed from (I.13.6) to establish the new~H'(4). The order bound is
again tight as of course still(0; 0; 0; 1; 2; 2; 1; 0; 0) 2 ~C'(4). The dimension is
larger than before namelyk = 9� 6 = 3. So the code is indeed improved.
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Some tools for constructing the codes

In this chapter we will describe some tools that are nice to have, both when one
construct codes in practice, and when one constructs codes on a theoretical level.
First we will be concerned with the lengthn of the codes. We will derive an
upper bound onn in the cases of' being an evaluation mapev. Next we will be
concerned with narrowing the set of elementsf� in the order basisff� j � 2 �g
that need to be considered when the codes are constructed. Finally we will
derive some bounds on the values�(f�) in certain special cases.

I.14.1 The restricted footprint bound

Assume' : Fq [X℄=I ! Fnq is an evaluation map, that is' is of the formev : � Fq [X℄=I ! FnqF + I 7! (F (P1); : : : ; F (Pn)) (I.14.1)

where fP1; : : : ; Png � VFq (I): (I.14.2)

In the rest of this section we choosen := #VFq (I);
that is we use all the points fromVFq (I).
Given any idealJ � k[X℄, then the footprint bound (see appendix I.A) states
that #Vk(J) � #�(J) (I.14.3)

where�(J) is the footprint ofJ with respect to some monomial ordering onM (X). And equality holds in (I.14.3) precisely whenJ = I (Vk(J)).
So a way to determinen without actually evaluating all the points ofFmq in
the generatorsF1; : : : ; Fs of I � Fq [X1; : : : ;Xm℄, would be to findI 00 :=I(VFq (I)). The footprint bound then tells us thatn = #�(I 00), where the
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footprint is taken with respect to any monomial ordering onFq [X1; : : : ;Xm℄.
Unfortunately there apparently is no general method to findI 00. HoweverI 00
must contain1 I 0 := I + hXq1 �X1; : : : ;Xqm �Xmi= hF1; : : : ; Fs;Xq1 �X1; : : : ;Xqm �Xmi:
That is�(I 00) � �(I 0) giving us the boundn � #�(I 0):
Note that in the casen = #�(I 0) we haveI 0 = I 00.
Example I.14.1
Assume we want to study type-I curvesXa + uY b + G(X;Y ) wherea > b
is known, butu 6= 0 andG(X;Y ) is not. The only thing that is known aboutG(X;Y ) is, that it contains no monomialsX�Y � such that�b + �a � ab. In
this general setting we will not be able to calculate a Gröbner basis forI 0 = hXa + uY b +G(X;Y );Xq �X;Y q � Y i;
meaning that we will not be able to determine�(I 0). However�(I 0) � fM 2 �(I) j degXM < q;degY M < qg =: �q(I):
Giving us n � #�q(I). Now different choices of monomial ordering onM (X;Y ), may (and will in many cases) lead to different values of#�q(I).
In the case ofa < q the most narrow bound is found by choosingY b as the
leading monomial. We getn � aq. Choosing insteadXa to be the leading
monomial gives the weaker boundn � minfbq; q2g.
In general we have the following definition.

Definition I.14.2
Given a monomial ordering onM (X1; : : : ;Xm), define the restricted footprint
to be �q(I) := fM 2 �(I) j degXi M < q; i = 1; : : : ;mg:
We have the general result.

1Note added in the second edition: In the manuscript “On the construction of codes from order
domains”, june 2000 by Olav Geil, it is shown thatI 0 = I 00.
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Theorem I.14.3
The number of points in a varietyVFq (I) is bounded byn = #VFq (I) � minf#�q(I) j�(I) a footprint ofIg: (I.14.7)

We will refer to this result as the restricted footprint bound.

Example I.14.4
Consider the order idealI := hX4 � Y 3i � F4 [X;Y ℄. The following calcu-
lations are with respect to the weighted degree lexicographic ordering given byw(X) = 3, W (Y ) = 4 andY �lex X. The footprint is given by�(I) =fX�Y � j� < 3g and the restricted footprint equals�4(I) = fX�Y � j� <4; � < 3g. To find�(I 0) we use Buchberger’s algorithm onfY 3 �X4;X4 �X;Y 4 � Y g to get the reduced Gröbner basisfY 3 �X4; Y X + Y;X2 +Xg.
We conclude that�(I 0) = f1;X; Y; Y 2g. Now I is a toric ideal. From propo-
sition I.6.10 we have#VF4 (I) = q = 4. And we conclude thatI 00 = I 0. The
situation is illustrated in figure I.14.1.

X X
2

1

Y

Y
2

X
3

Figure I.14.1: The shadowed region is�(I), the framed region�q(I) and the
boldet dots constitutes�(I 0) = �(I 00).

Note that the restricted footprint is a footprint in the special case wheren =�q(I). That the restricted footprint bound can actually be attained, is seen in
the following example.

Example I.14.5
Consider the Hermitian curveVFq2 (I) whereI := hXq+1 � Y q � Y i � Fq2 [X;Y ℄:
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From (I.14.7) we haven � q3 (there are only two possible restricted footprints
to consider). It is well known (and easily seen) that actually n = q3 holds.

Example I.14.6
This example is a continuation of example I.10.15 and example I.14.1. We will
discuss the restricted footprint bound versus the so-called Hasse-Weil bound in
the case of a type-I curve, that is a curveF (X;Y ) = Xa + uY b +G(X;Y ) 2 Fq [X;Y ℄
whereg
d(a; b) = 1 andwdeg(G) < ab (wlog. we assumea > b). LetF be an
algebraic function field of one variable overFq , and denote byNP the number
of rational places ofF . The Hasse-Weil bound gives the following bound onNP jNP � (q + 1)j � 2gq1=2 (I.14.9)

whereg is the genus ofF (for a proof see [38, Sec. V.2]). Recall that the function
field F corresponding to a type-I curve has precisely one place at infinity, and
that this place is rational. According to the discussion on page 86, any other
rational place must correspond to a nonsingular affine pointon the curve, or to
a singular eventually projective point on the curve. And no two different points
correspond to the same place. Beside these points there may be singular points
that does not correspond to rational places. From (I.14.9) we get that the numbernnons of nonsingular points inVFq (hF (X;Y )i) is bounded bynnons � 2gq1=2 + q: (I.14.10)

To translate (I.14.10) into something useful we must have a picture of the size of
the genusg. According to Weierstrass Gap theorem (theorem I.10.9) thegenus
equalsg = f
 j 
 2 N; there exist no elementf 2 F

such thatvP1(f) = 
 andvQ(f) � 0 8 Q 6= P1g:
We have g � #(N0nha; bi) (I.14.11)= (a� 1)(b � 1)=2 (I.14.12)

and equality holds in (I.14.11) ifR ' L(P1) (the equality in (I.14.12) can be
found in [21, Prop. 5.11]). Combining (I.14.10) and (I.14.12) we getnnons � (a� 1)(b � 1)q1=2 + q: (I.14.13)
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Using instead the restricted footprint bound we getnnons � n � minfq2; bqg: (I.14.14)

If a = q1=2 + 1 andb � q then the bounds (I.14.13) and (I.14.14) are equal.
For some choices ofa; b; q (I.14.13) constitutes the narrowest bound, for other
choices (I.14.14) does.

Example I.14.7
This is a continuation of example I.6.11 and example I.6.12.In the first example
we studied the toric idealI � F2 [X11;X21;X12;X22;X13;X23℄ generated by
the 2 � 2 minors of the2 � 3 matrix [Xij ℄ of indeterminates. We noted that
the varietyVF2 (I) contains 22 points. That is, considerable more than our first
guess, that was 16 points. By inspection on the generators ofthe ideal, we see
that the restricted footprint bound states#VF2 (I) � 32. So we can not conclude
that#VF2 (I) is nearly maximal in that sense. Repeating for the second example,
that is for the toric idealI := hX11X22 �X21X12i � F2 [X11;X21;X12;X22℄,
we saw that#VF2 (I) = 10. In this case the restricted footprint bound tells us#VF2 (I) � 12.

I.14.2 Detection of thef�’s that are superfluous

In the previous subsection we invented the notion of the restricted footprint to
give an upper bound onn. In this section we will see that the concept is relevant
for more purposes. LetR = Fq [X1; : : : ;Xm℄=I be an order domain that can be
understood from Pellikaan’s factor ring theorem. Letff� = F�+ I j � 2 �g be
a corresponding order basis, wherefF� j � 2 �g is a footprint ofI. Denote this
footprint by�(I). In the following, we will be concerned with detecting, whichf�’s we need to consider, when we are to construct codes of the typesE�, C�,~C(d) and ~C'(d) using a surjective morphism'. Take anyF
 2 �(I)n�q(I).
Now there exists aXi such thatF
=Xq�1i is a monomial (and thereby contained
in �(I)). Let 
0 be the value such thatF
0 = F
=Xq�1i . We have�(f
0) �� �(f
)�(f
0) < �(f
)'(f
0) = '(f
)
We conclude the following.
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Remark I.14.8
When we are to construct codes of one of the following typesE�, C�, ~C(d)
or ~C'(d), then we need only include thef�’s, whereF� 2 �q(I), in our de-
scription. Also the problem of determining the valuesd'(�) is considerable
simplified, and so is the problem of finding the dimension of the above codes.

We suggest the following definition2

Definition I.14.9
Assume thatR is anFq -algebra with an order basisff� = F� + I j � 2 �g,
defined from a footprint�(I) = fF� j � 2 �g. We definedq(�) := minf�(f�0) j F�0 2 �q(I); � �� �0g: (I.14.15)

Clearlyd'(�) � dq(�) � d(�) (see definition I.11.37)

Example I.14.10
In this example we construct codes from the order domain in example I.7.7 in
the casek = F3 . Recall thatR := F3 [X;Y;Z℄=I whereI := Y 2 �X2Z + Y Z2 + Z35
is shown to be an order domain, by use of Pellikaan’s factor ring theorem. The
considered weights arew(X) = (1; 0), w(Y ) = (1; 1) andw(Z) = (0; 2), and
the considered ordering onN20 is�lex where(0; 1) �lex (1; 0). We get a weight
function � : R! ��1 := h(1; 0); (1; 1); (0; 2)i [ f�1g
induced by�(x := X + I) = (1; 0), �(y := Y + I) = (1; 1) and�(z :=Z + I) = (0; 2). Consider the weighted degree lexicographic ordering�w onM (X;Y;Z) given by the above weights, by the above specified ordering�lex
on �, and by the lexicographic ordering�0lex onM (X;Y;Z) whereZ �0lexX �0lex Y . Denote by�(I) the corresponding footprint. We get an order basisB := fF + I j F 2 �(I)g:
As the involved ordering on� is not isomorphic with the ordering onN0 , the
indices, we are going to use, are not the natural numbers but the elements of�. We know that we need only consider the basis vectors corresponding to the

2This definition is a very natural consequence of remark I.14.8. It was suggested in the spring
1999 by Johnny Weile and Søren Raunsbæk Jørgensen (both students at Dept. of Math., Aalb.
Uni. at that time) while they were studying a previous version (that included remark I.14.8) of
this thesis.
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elements of the restricted footprint�3(I). These are (the indices increasing
with respect to�lex)ff(0;0) = 1; f(0;2) = z; f(0;4) = z2; f(1;0) = x; f(1;1) = y;f(1;2) = xz; f(1;3) = yz; f(1;4) = xz2; f(1;5) = yz2; f(2;0) = x2;f(2;1) = xy; f(2;2) = x2z; f(2;3) = xyz; f(2;4) = x2z2;f(2;5) = xyz2; f(3;1) = x2y; f(3;3) = x2yz; f(3;5) = x2yz2g: (I.14.16)

By inspection we find thatVF3 (I) consists of the 12 pointsf(0; 0; 0); (1; 0; 0); (2; 0; 0); (1; 0; 1); (2; 0; 1); (0; 1; 1);(1; 2; 1); (2; 2; 1); (1; 0; 2); (2; 0; 2); (1; 2; 2); (2; 2; 2)g:
As morphism we choose the evaluation map defined from these points. So
among the 18 elements of (I.14.16), the 6 are superfluous whenwe are to con-
struct codes. For instanceC(1;5) = C(1;4) asev(f(1;5)) = ev(f(1;1)). To sort out
the remaining 5 superfluous elements, or in other words to detect the 12 indices(a; b) such that C(a;b) 6= C(
;d) for any (
; d) �lex (a; b) (I.14.17)

we do the following. Consider the18� 12 matrix26664 r1r2
...r18 37775 := 26664 ev(f(0;0))ev(f(0;2))

...ev(f(3;5)) 37775 :
On this matrix we perform Gaussian elimination in a certain restricted way. The
only row operations that we allow, are the ones where a rowri is substituted by
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a linear combinationri +Pj<i �jrj . We get

26664 r1r2
...r18 37775 =

266666666666666666666666666666664

1 1 1 1 1 1 1 1 1 1 1 10 0 0 1 1 1 1 1 2 2 2 20 0 0 1 1 1 1 1 1 1 1 10 1 2 1 2 0 1 2 1 2 1 20 0 0 0 0 1 2 2 0 0 2 20 0 0 1 2 0 1 2 2 1 2 10 0 0 0 0 1 2 2 0 0 1 10 0 0 1 2 0 1 2 1 2 1 20 0 0 0 0 1 2 2 0 0 2 20 1 1 1 1 0 1 1 1 1 1 10 0 0 0 0 0 2 1 0 0 2 10 0 0 1 1 0 1 1 2 2 2 20 0 0 0 0 0 2 1 0 0 1 20 0 0 1 1 0 1 1 1 1 1 10 0 0 0 0 0 2 1 0 0 2 10 0 0 0 0 0 2 2 0 0 2 20 0 0 0 0 0 2 2 0 0 1 10 0 0 0 0 0 2 2 0 0 2 2

377777777777777777777777777777775
�

266666666666666666666666666666664

1 1 1 1 1 1 1 1 1 1 1 10 0 0 1 1 1 1 1 2 2 2 20 0 0 0 0 0 0 0 1 1 1 10 1 2 1 2 0 1 2 1 2 1 20 0 0 0 0 1 2 2 0 0 2 20 0 0 0 1 2 0 1 0 2 0 20 0 0 0 0 0 0 0 0 0 1 10 0 0 0 0 0 0 0 0 1 0 10 0 0 0 0 0 0 0 0 0 0 00 0 2 0 2 0 0 2 0 2 0 20 0 0 0 0 0 2 1 0 0 2 10 0 0 0 0 0 0 2 2 2 2 10 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0

377777777777777777777777777777775
:

Now the 12 pivots correspond to the 12 basis vectors (and thereby indices) such
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that (I.14.17) is satisfied. That is, the interesting�-values are the ones in ta-
ble I.14.1. The parameters related to theC(a;b) codes and the~C'(d) codes are
stated in table I.14.2 and table I.14.3.(a; b) (0; 0) (0; 2) (0; 4) (1; 0) (1; 1) (1; 2)�(f(a;b)) 1 2 3 2 2 4(a; b) (1; 3) (1; 4) (2; 0) (2; 1) (2; 2) (2; 3)�(f(a;b)) 4 6 3 4 7 8

Table I.14.1: The� values that need to be considered.

(a,b) (0,0) (0,2) (0,4) (1,0) (1,1) (1,2)k(a; b) 11 10 9 8 7 6d'(a; b) 2 2 2 2 3 3

(a,b) (1,3) (1,4) (2,0) (2,1) (2,2) (2,3)k(a; b) 5 4 3 2 1 0d'(a; b) 3 3 4 7 8 1
Table I.14.2: The parameters related to the codesC(a;b) from example I.14.10.k(d) 11 8 6 3 2 1 0d 2 3 4 6 7 8 1
Table I.14.3: The parameters related to the codes~C'(d) from example I.14.10.

We note that one can also detect the desired pivots in the following way. First
transpose the initial matrix, then perform Gaussian elimination without any re-
strictions, and finally transpose back again.

In the casen = #�q(I) the situation is particular simple. This is illustrated in
the following two examples.

Example I.14.11
In this example we will construct codes overF4 from an order domain of the
type described in example I.8.7. Letp(T ) := T 2 + T + 1 and let� be a
root in p(T ). We identify the elements ofF4 with the polynomials inF2 [T ℄
of degree at most one evaluated in�. Starting with the Hermitian polynomial
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example I.8.7, H1 = X3 +XY 2 + Y 3 + Z2 +W 2 + ZH2 = XY 2 +X2Y +W 2 +W:
Now with I := hH1;H2i we know thatR := F4 [X;Y;Z;W ℄=I is an order
domain with a weight function� : R! ��1 := h(2; 0); (0; 2); (3; 0); (2; 1)i [ f�1g
induced by�(X + I) = (2; 0), �(Y + I) = (0; 2), �(Z + I) = (3; 0),�(W + I) = (2; 1) and by using the standard ordering�st onN20 .
Let�w be the weighted degree lexicographic ordering onM (X;Y;Z;W ), in-
duced by the weightsw(X) = �(X+I),w(Y ) = �(Y +I),w(Z) = �(Z+I),w(W ) = �(W + I), by the ordering�st on N20 , and by the lexicographic or-
dering�lex onM (X;Y;Z;W ), whereW �lex X �lex Y �lex Z. We havelm(H1) = Z2 andlm(H2) = W 2. We denote by�(I) the footprint ofI with
respect to�w. The important fact is thatB := fF + I j F 2 �(I)g
is an order basis forR. Let (f1 = F1+I; f2 = F2+I; : : :) be the corresponding
well-behaving sequence. Consider the restricted footprint with respect to�w,
that is consider�4(I) = fF a monomialj degX(F );degY (F ) < 4;degZ(F );degW (F ) < 2g:
We label�4(I) by �4(I) =: fFi1 ; Fi2 ; : : : Fi64g;
whereij < ij+1 for j = 1; : : : ; 63. We know that the setfFm jCm�1 6= Cmg (I.14.19)

is contained in�4(I). That is we can forget about theFi outside�4(I). By
inspection we next find, that the number of common roots inF44 of H1 andH2
equals#�4(I) = 64. And we choose as morphism the evaluation mapev :R ! F644 that corresponds to these points. So our codes are of lengthn = 64.
The very nice consequence ofn = #�4(I) is thatfev(F ) jF 2 �4(I)g is a
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basis forFn4 . So the codes are particular simple to construct, and we get the
following nice expression for the dimension of the codeCilkil = n� l; (I.14.20)

and the following nice expression for the dimension of the code ~C'(d)k(d) = n�#fFj 2 �q(I) j�j < dg: (I.14.21)

To estimate the minimum distances we need a list of the� values corresponding
to the elements in the restricted footprint. This is contained in figure I.14.2.

m1 m2 m2 m3 m4 m5 m6 t m8 t tm2 m4 m4 m6 m8 m10 m12 t m16

m2 m4 m4 m7 m8 m12 m14 t m20 t tm4 m8 m8 m12 m16 m20 m24 t m32

m3 m6 m6 m11 m12 m19 m22 t m32 t tm6 m12 m12 m18 m24 m30 m36 t m48

m4 m8 m8 m15 m16 m26 m30 t m44 t tm8 m16 m16 m24 m32 m40 m48 t m64

Figure I.14.2: The figure describes the situation in exampleI.14.11. A number� with a circle around in the position(s; t), means that there is a
monomialFj in �4(I) with �(fj) = (s; t) and that�j = �. A� in position(s; t) denotes that there exists aFi 2 �(I)n�4(I)
with �(fi) = (s; t).

From (I.14.20) and figure I.14.2 (and the knowledge, thatN20 is ordered by�st)
we get table I.14.4 of the parameters related to the codesCl. The valuedre
 is
the best known achieved minimum distance for any linear codeoverF4 of lengthn = 64, and dimensionk according to Brouwer’s table of linear codes at
“http://www.win.tue.nl/math/dw/personalpages/aeb/voorlincod.html”.
Note that the codes in certain nontrivial cases reach the best known result.
From (I.14.21) and figure I.14.2 we get table I.14.5 of the parameters related
to the codes~C'(d). Again some of the codes are as good as the best known.



I.14.2. Detection of thef�’s that are superfluous 131il i1 i5 i8 i16 i17 i23 i36 i41kil 63 59 56 48 47 41 28 23d'(il) 2 3 4 5 6 8 12 16dre
 2 3 5 8 8 11 18 24il i52 i53 i55 i59 i60 i61 i63kil 12 11 9 5 4 3 1d'(il) 24 30 32 40 44 48 64dre
 33 35 38 45 48 48 64

Table I.14.4: Parameters related to the codesCil from example I.14.11.k(d) 63 59 57 50 49 44 43 35 34 33 27 26 25d 2 3 4 5 6 7 8 10 11 12 14 15 16dre
 2 3 4 7 7 10 10 14 14 15 22 23 23k(d) 20 19 18 16 15 12 11 9 6 5 4 3 1d 18 19 20 22 24 26 30 32 36 40 44 48 64dre
 27 27 27 28 30 33 35 38 44 45 48 48 64

Table I.14.5: Parameters related to the codes~C'(d) from example I.14.11.

Example I.14.12
Consider the tensor product of the Hermitian order domainD(1)H := F4 [X;Y ℄=hX3 + Y 2 + Y i
with itself. That is defineI := hX3+Y 2+Y;Z3+W 2+W i � F4 [X;Y;Z;W ℄,
and consider the order domainD(2)H := F4 [X;Y;Z;W ℄=I with weight function� : D(2)H ! ��1 := h(2; 0); (3; 0); (0; 2); (0; 3)i [ f�1g
induced by�(X + I) = (2; 0), �(Y + I) = (3; 0), �(Z + I) = (0; 2),�(W + I) = (0; 3) and by using the standard ordering�st on �. Consider
the weighted degree lexicographic ordering�w on M (X;Y;Z;W ) given by
the weightsw(X) = �(X + I); : : : ; w(W ) = �(W + I), by the ordering�st on � and by the lexicographic ordering�lex on M (X;Y;Z;W ) whereX �lex Y �lex Z �lex W . With respect to this ordering the footprint ofI is�(I) = fM a monomialj degY (M);degW (M) < 2g:
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And B := fM + I jM 2 �(I)g
is an order basis forD(2)H . As in the previous example we have#�4(I) = #VF4 (I) = 64 =: n:
So if we as morphism choose the evaluation map correspondingto the64 points
in VF4 (I), then we are in a situation exactly as simple as the situationin ex-
ample I.14.11. In particular (I.14.20) and (I.14.21) stillholds. To estimate the
minimum distances, we need a list of the�-values corresponding to the elements
in the restricted footprint. These are stated in figure I.14.3.

m1 m2 m2 m3 m4 m5 m6 t m8m2 m4 m4 m6 m8 m10 m12 t m16

m2 m4 m4 m6 m8 m10 m12 t m16

m3 m6 m6 m9 m12 m15 m18 t m24

m4 m8 m8 m12 m16 m20 m24 t m32

m5 m10 m10 m15 m20 m25 m30 t m40

m6 m12 m12 m18 m24 m30 m36 t m48

t t t t t t t t tm8 m16 m16 m24 m32 m40 m48 t m64

Figure I.14.3: A number� with a circle around in the position(s; t) means that
there is a monomialFj in the restricted footprint with�(Fj+I) =(s; t) and that�fj = �. A filled circle in position(s; t) denotes
that there exists aFi 2 �(I)n�q(I) with �(Fi + I) = (s; t).

From (I.14.20) and figure I.14.3 (and the knowledge, thatN20 is ordered by�st)
we get table I.14.6 of the parameters related to the codesCl. And from (I.14.21)
and figure I.14.3 we get table I.14.7 of the parameters related to the codes~C'(d).



I.14.2. Detection of thef�’s that are superfluous 133il i1 i5 i8 i15 i17 i23 i36kil 63 59 56 49 47 41 28d'(il) 2 3 4 5 6 8 12il i41 i52 i56 i59 i61 i63kil 23 12 8 5 3 1d'(il) 16 24 32 40 48 64

Table I.14.6: Parameters related to the codesCil from example I.14.12.k(d) 63 59 57 51 49 43 37 36 32 26 24d 2 3 4 5 6 8 9 10 12 15 16k(d) 19 17 15 11 10 8 6 5 3 1d 18 20 24 25 30 32 36 40 48 64

Table I.14.7: Parameters related to the codes~C'(d) from example I.14.12.

Example I.14.13
In example I.14.11 and I.14.12 we considered codes overF4 of lengthn = 64.
It is natural to compare theCl codes from these examples with the Reed-Muller
codes overF4 of lengthn = 64. Using the results from section I.12.1 one
gets the results described in table I.14.8. For five dimensions the Reed-Mulleri 0 1 2 3 4 5 6 7 8k 63 60 54 44 32 20 10 4 1d 2 3 4 8 12 16 32 48 64

Table I.14.8: The parameters of theRM?4 (i; 3) codes,i = 0; : : : ; 8.

codes are the best, for two dimensions they are equally good as the codes from
example I.14.11 and I.14.12, and finally for two dimensions they are worse.

The technique described in this section holds in an apparently more general
setting. LetR be an order domain with an order basisB = ff� j � 2 �g that
is multiplicatively finitely generated and closed in the following sense. There
exists a setff�1 ; : : : ; f�sg such that wheneverf� is an element inB then one
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can find�(�)1 ; : : : ; �(�)s 2 N0 such thatf� = sYi=1 f�(�)i�i
and contrary every sYi=1 f�(�)i�i ; �(�)1 ; : : : ; �(�)s 2 N0
is an element inB. When constructing codes overFq one need only consider the
elements in ff� = sYi=1 f�(�)i�i 2 B j �(�)i < q; i = 1; : : : ; sg:
We leave it as an open problem to decide if this setting is actually more general
than the ones considered above.

I.14.3 Bounds on�(f�)
Assume that we are given an order domainR = k[X1; : : : ;Xm℄=I that pos-
sesses an order basisff� = F� + I j � 2 �g such thatfF� j � 2 �g is a
footprint. Consider an arbitraryF� = X�11 X�22 � � �X�mm . Any factor ofF� will
be a new element in�(I), and by assumption no two different factorsM1 andM2 satisfy�(M1 + I) = �(M2 + I). We conclude that�(f�) � #fM dividesF�g = mYj=1(�j + 1): (I.14.22)

We next give an example where the bound (I.14.22) is attainedfor all the ele-
mentsfi that are of interest when constructing codes.

Example I.14.14
Consider a type-I curveXa + uY b + G(X;Y ) 2 Fq [X;Y ℄, wherea > b anda � q. DenoteI := hXa + uY b +G(X;Y )i, and let� : Fq [X;Y ℄=I ! ��1 := ha; bi [ f�1g
be the weight function induced by�(X + I) = b, �(Y + I) = a. Assume�(X�Y � + I) = �(X�0Y �0 + I): (I.14.23)
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Then� � �0 mod a and� � �0 mod b. Further if� > �0 then� < �0 and
vice versa. We conclude that if(�; �) 6= (�0; �0) satisfy (I.14.23) then� � a or � � b: (I.14.24)

Consider the weighted degree lexicographic ordering onM (X;Y ) given byw(X) = b, w(Y ) = a andX �lex Y . The corresponding footprint is�(I) = fX�Y � j � < bg
and B := fM + I jM 2 �(I)g
is an order basis. Let(f1 = F1+I; f2 = F2+I; : : :) be the corresponding well-
behaving sequence. As noted in section I.14.2, the only�(fi)-values that we are
interested in knowing, are the ones corresponding to theFi’s in the restricted
footprint �q(I) = fX�Y � j� < q; � < bg: (I.14.25)

Take an arbitrary elementX�Y � 2 �q(I). By comparing (I.14.24) with (I.14.25),
and by using the assumptiona � q, we get that an identity�(X�Y � + I) =�(X�0Y �0 + I) will imply (�; �) = (�0; �0). We have shown that�(X�Y � + I) = #fM jM a factor ofX�Y �g = (�+ 1)(� + 1) (I.14.26)

for X�Y � 2 �q(I).
For later use let us pursue the investigations a little further. ConsiderB ��q(I), where eitherB equals�q(I), or is a footprint that is strictly contained
in �q(I). For instanceB can be the set�(I 00) whereI 00 := I(VFq (I)). DenotenB := #B and consider the�-values corresponding to elements inB. Assume
these are denoted f�1; : : : ; �nBg (I.14.27)

such that�i � �i+1 for i = 1; : : : ; nB�1. We claim that (I.14.27) is dominated
by f1; 2; : : : ; nBg in the sense that�i � i; i = 1; : : : ; nB : (I.14.28)

Assume for a moment that this was not the case. That is assume there exists ani 2 f1; : : : ; nBg such that�i > i. But then according to the structure ofB and
to the first equality in (I.14.26), there will exist�i�1 � i, �-values in (I.14.27)
that are strictly smaller than�i, a contradiction. The inequalities (I.14.28) will
be important when we investigate the asymptotic behaviour of the codes corre-
sponding to the repeated tensor products of type-I curves ofthe above type.
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Example I.14.15
Assume that we are given an order domainR = k[X1; : : : ;Xm℄=I that pos-
sesses an order basisff� = F� + I j � 2 �g such thatfF� j � 2 �g is a
footprint. Assume further that the restricted footprint�q(I) contains preciselyn = #VFq (I) elements. We have seen that the assumptions for instance aresat-
isfied for the idealsh0i � Fq [X1; : : : ;Xm℄, hXq+1�Y q�Y i � Fq [X;Y ℄, andhX3+XY 2+Y 3+Z2+W 2+Z;XY 2+X2Y +W 2+W i � F4 [X;Y;Z;W ℄.
We claim that f�(f� = F� + I) jF� 2 �q(I)g (I.14.29)

is dominated byf1; 2; : : : ; ng in the sense that if (I.14.29) is writtenf�1; : : : ; �ng
where�i � �i+1 for i = 1; : : : ; n� 1, then�i � i. To see this, we consider the
codes ~C'(d) = ~C(d) defined fromFq [X1; : : : ;Xm℄=I. Now on the one hand~C(�i), i � 2 has of course minimum distanced � �i. On the other hand the
dimension is bounded byk � n� (i� 1) (equality holds if�i�1 6= �i), and the
Singleton bound states thatn� k � d � 1. Sod � i. All together�i � i. We
have proved our claim.



I.15

The asymptotic behaviour of some classes of codes

In this chapter we will be concerned with the asymptotic behaviour of the codes
coming from certain classes of order domains. In the first part we investigate
sequences of codes coming from repeated tensor products of certain order do-
mains. In the last part we will discuss the tower of Garcia andStichtenoth from
an order domain point of view.

I.15.1 Codes coming from the tensor products of order domains

In section I.8.2 we introduced the tensor products of order domains, and in ex-
ample I.14.12 we investigated the codes related to the product of two Hermitian
order domains. In the following the notation from section I.8.2 will be used
heavily. The reader might want to consult this section before proceeding.

Now let a sequence of order domains be given(R1 = Fq [X1℄=I1; R2 = Fq [X2℄=I2; R3 = Fq [X3℄=I3; : : :) (I.15.1)

where eachRi can be understood from Pellikaan’s factor ring theorem, by study-
ing the footprints�(Ii), i = 1; : : :. EventuallyRi = R1 for i = 1; 2; : : :.
Now from the sequence (I.15.1) we construct a new sequence oforder domains
namely(D(1) := R1 =: Fq [X1℄=I(1); D(2) := R1 
R2 =: Fq [X1;X2℄=I(2);D(3) := R1 
R2 
R3 =: Fq [X1;X2;X3℄=I(3); : : :): (I.15.2)

If we denotenj := #VFq (Ij) then the number of zeros ofI(i) is given byn(i) = Qij=1 nj. We may assumenj � 2. Son(i) tends to infinity asi tends
to infinity. A natural question now is if there exists a sequence of type (I.15.2)
from which we can construct a good sequence of codes. That is asequence(C(1); C(2); : : :)
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with corresponding parameters�(n(1); k(1); d(1)); (n(2); k(2); d(2)); : : :�
such that both R := lim infi!1 k(i)n(i) > 0 (I.15.5)

and Æ := lim infi!1 d(i)n(i) > 0: (I.15.6)

We will not answer this question completely, but describe some important cases
where the sequences of codes are bad, at least with respect tothe order bound.

ConsiderD(i) from the sequence (I.15.2). A footprint forI(i) satisfying the
conditions in Pellikaan’s factor ring theorem is given by�(I(i)) = fM1M2 � � �Mi jMj 2 �(Ij); j = 1; : : : ; ig (I.15.7)

and the corresponding restricted footprint is given by�q(I(i)) = fM1M2 � � �Mi jMj 2 �q(Ij); j = 1; : : : ; ig: (I.15.8)

Next we consider the�-values. We note that�(Mj + Ij) = �(Mj + I(i)); i � j
(here the first�-value is with respect to the order domainRj, and the second�-value is with respect to the order domainD(i)). Further forMj 2 Ij , j =1; : : : ; i, we have�(M1M2 � � �Mi + I(i)) = iYj=1�(Mj + I(i))= iYj=1�(Mj + Ij):
We are now ready to give some conclusions on the asymptotic behaviour of
codes corresponding to certain classes of sequences (I.15.2). We will study
three cases.
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Case I

The assumptions are as follows. Assumenj = #�q(Ij) for anyRj in the
sequence (I.15.1), and assume that there exists a valuenmax such thatnj � nmax for j = 1; : : : : (I.15.10)

According to (I.15.8) we haven(i) = #�q(I(i)), i = 1; : : :. Referring to sec-
tion I.14.2 we will need precisely the elements of�q(I(i)), when we construct
the parity check matrices of the codes of typesCl, ~C(d) and ~C'(d). In this spe-
cial case of course~C(d) = ~C'(d) for anyd. We now show that every sequence
of ~C(d)-codes/~C'(d)-codes is bad (at least with respect to the order bound). Of
course then also every sequence ofCl-codes is bad (at least with respect to the
order bound).

First consider anyRj in (I.15.1). Write the set of�-values corresponding to
elements in�q(Ij) as Uj = f�1(j); : : : ; �nj (j)g (I.15.11)

where�s(j) � �s+1(j), s = 1; : : : ; nj�1. From example I.14.15 we know that
the sequence (I.15.11) is dominated byf1; 2; : : : ; njg in the sense that�s(j) �s, s = 1; : : : ; nj . Turning our attention toR(i) the set of�-values corresponding
to elements in�q(I(i)) isU (i) = f iYj=1�(j) j�(j) 2 U(j); j = 1; : : : ; ig:
Therefore the set of�-values corresponding to elements in�q(I(i)) is domi-
nated by f iYj=1�(j) j�(j) 2 f1; 2; : : : ; njgg: (I.15.13)

Assume now that a good sequence� ~C(d(1)); ~C(d(2)); : : :�
exists (good wrt. the order bound). Then there existR0 > 0, Æ0 > 0 and anN
such that d(i)n(i) > Æ0; k(i)n(i) > R0 for i > N: (I.15.14)
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Consider a fixedi > N . We will calculate a lower bound on the mean value
of the�-values corresponding to elements in�q(I(i)). From (I.15.14) we haved(i) > Æ0n(i) andk(i) > R0n(i). That is there are at leastk(i) �-values inU (i)
greater thanÆ0n(i). So the mean value of the elements inU (i) is bounded by

mean value > k(i)Æ0n(i)n(i)> R0Æ0n(i)= R0Æ0 iYj=1nj: (I.15.15)

On the other hand we can conclude from (I.15.13) that the meanvalue is upper
bounded by

mean value� iYj=1 nj + 12 � iYj=1(nj � 12) (I.15.16)

(here we usednj � 2). Using the assumption (I.15.10) we see that the upper
bound on the mean value is smaller than the lower bound, fori sufficiently large.
We have reached a contradiction.

Note that the set of codes that we have investigated above contains the Reed-
Muller codes (the caseI(i) = h0i, i = 1; : : :). These codes are known to have
minimum distance equal to the Feng-Rao bound, giving us the well-known fact,
that Reed-Muller codes are asymptotic bad.

Some general results

Before proceeding to case II and case III, we discuss some general results. As
in previous sections we will use the notationI 00 := I(VFq (I)). In particu-
lar (I(i))00 := I(VFq (I(i))). We have�((I(i))00) � �q(I(i)), #�((I(i))00) =#VFq (I(i)) and thatfev(M) jM 2 �((I(i))00)g is a basis forFn(i)q . Let the�-

values corresponding to the elements in�((I(i))00) be enumeratedf�(i)1 ; : : : ; �(i)n(i)g
such that�(i)j � �(i)j+1, j = 1; : : : ; n(i) � 1. The first important observation is

that the dimension of~C(�(i)s + 1) is bounded byk � n(i) � s (I.15.17)

(note that this observation need not hold for~C'(d)-codes). The other important
observation is, that we can easily find�((I(i))00) ones we know the�(I 00j ),
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and that the cardinality of both sides equals
Qij=1 nj. That is we have equality

in (I.15.18).

Case II

The assumptions are as follows. Assume the maximal�-value corresponding to
an element in�(I 00j ) is bounded by�nj (j) < nj for j = 1; : : :. Assume further
that a valuenmax exists, such thatnj � nmax for j = 1; : : :.
Now the maximal�-value corresponding to�((I(i))00) is bounded by�(i)n(i) = iYj=1�nj (j) � iYj=1(nj � 1);
giving us the bound �(i)n(i)n(i) � iYj=1 nj � 1nj : (I.15.20)

But the rhs. of (I.15.20) tends to zero asi tends to infinity (here we used the fact
thatnj is bounded). So even a sequence of~C(d) codes all of dimension at most
one, will satisfy lim infi!1 d(i)n(i) = 0:
It follows that the codes~C(d) are (with respect to the order bound) asymptotic
bad. But then are so the codesCl.
That the assumptions corresponding to case II can actually take place is seen by
the following example.

Example I.15.1
Consider the order domainR := F4 [X;Y ℄=hX31 + Y 2i:
There are two choices of weighted degree lexicographic ordering onM (X;Y )
that satisfies the conditions in Pellikaan’s factor ring theorem. In both casesw(X) = 2 andw(Y ) = 3. For the one choiceX �lex Y and for the otherY �lex X. NowX3�Y 2 has the roots(0; 0); (1; 1); (�; 1); (�2 ; 1) where�2+
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get for both orderings the footprint�(I 0) = f1;X;X2; Y g. The corresponding�-values aref1; 2; 3; 2g. By inspection the codeC3 = f
 2 F44 j 
 � ev(1) = 
 � ev(X) = 
 � ev(Y ) = 0g
actually has minimum distance equal to3.

Case III

The assumptions are as follows. Assume thatRj = Fq [X(j)1 ;X(j)2 ℄=h(X(j)1 )aj + uj(X(j)2 )bj +Gj(X(j)1 ;X(j)2 )i;j = 1; : : : is a type-I curve withaj � q, j = 1; : : : (see example I.10.15 for a
definition of a type-I curve).
Recall that in example I.14.22 we showed that for such curvesthe set of�-values
corresponding to elements in�(I 00j ) is dominated byf1; : : : ; njg. Recall also
that �((I(i))00) = fM1M2 � � �Mi jMj 2 �(I 00j ); j = 1; : : : ; ig:
Assume that a good sequence of codes of type~C(d) exists. As a best case we
may assume equality holds in (I.15.17). But now we can make similar calcula-
tions as in case I, which we remember lead to a contradiction.So (with respect to
the order bound) no good sequence of~C(d)-codes exists, and then does neither
any good sequence ofCl-codes exist.

I.15.2 The tower of Garcia and Stichtenoth

In [10] Garcia and Stichtenoth gave a description of a towerF1 � F2 � F3 � � � �
of algebraic function fields overFq2 (for any prime powerq) of one variable,
that has some very nice properties. Their tower is defined recursively byF1 := Fq2 (x1)Fi+1 := Fi(zi+1)
wherezi+1 satisfies the equationzqi+1 + zi+1 = xq+1i
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and wherexi for i > 1 is given byxi := zixi�1 2 Fi:
Denote byNi the number of rational places inPFi , and bygi the genus ofFi,
The nice properties of the tower are� Ni !1 for i!1� lim infi!1 Nigi = q � 1.

The second property is rather impressing as the Drinfeld-Vlăduţ bound states
thatq � 1 is the highest possible attainable value (see [38, Ch. V]).
Using theorem I.12.6 one can conclude, that there to the tower corresponds

good sequences of geometric Goppa codes. One way of constructing a good
sequence of codes (CL(D1; G1); CL(D2; G2); : : :)
(whereCL(Di; Gi) is a geometric Goppa code constructed from the function
fieldFi) is by for eachFi to choose one rational placePi. Then defineDi to be
the sum of the remaining rational places andGi to beGi := miPi, wheremi is a
natural number satisfying a certain criterion. Choosing themi’s in the right way,
one gets sequences of codes that attains the so-called Tsfasman-Vlăduţ-Zink
bound. A rather impressing result as there forq2 � 49 is a region where the
Tsfasman-Vlăduţ-Zink bound is better than the importantGilbert-Varshamov
bound.

Although this very nice tower is given, it is certainly not clear how one should
construct the corresponding good sequences of codes in practice. Many re-
searchers have tried (and still try) to find bases for theL-spaces involved in
the construction. However the problem is not at all solved yet. There are algo-
rithms for finding the bases for theseL-spaces (see [14] and [24]) but they are of
rather high complexity. Also in [44] Voß and Høholdt succeedin giving general
descriptions of bases for many choices ofL-spaces for the first three function
fields in the tower.

As shown already in [10] the unique poleP11 of x1 in F1 is totally ramified in
the extensionFi=F1, i � 1. Denote byP1i the unique place inP Fi that lies
overP11 , and note thatP1i is rational. Now an obvious choice of a sequence ofL-spaces corresponding to a good sequence of codes is the following(L(m1P11 );L(m2P12 );L(m3P13 ); : : :)
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wheremi, i � 1, is to be chosen properly s.t. the codes attains the Tsfasman-
Vlăduţ-Zink bound. In [35] Pellikaan, Stichtenoth and Torres takes the first step
to determine a basis for the vector spaceL(miP1i ), i � 1, as they determine the
Weierstrass semigroup�i for P1i . According to [35] the Weierstrass semigroup�i can be found by the following recursive formula
m = � qm � qm=2 if m � 0 mod 2qm � q(m+1)=2 if m � 1 mod 2�1 = N0�i = q�i�1 [ fa 2 N0 j a � 
ig for i > 1: (I.15.25)

As already noted in section I.10.2, for any algebraic function field overk, and
for any rational placeP in PF , there exists an indexm and an idealI �k[X1; : : : ;Xm℄ such thatF ' Quot(k[X1; : : : ;Xm℄=I) (I.15.26)

and such that the place inQuot(k[X1; : : : ;Xm℄=I) isomorphic withP is the
only place at infinity. If a description similar to the rhs. of(I.15.26) could be
found for eachFi, then we would more or less have solved our problem with
finding bases for certainL-spaces. This suggests the following strategy for find-
ing a sequence of well-described order domains to which there corresponds good
sequences of codes attaining the Tsfasman-Vlăduţ-Zink bound. Fori = 1; : : :
do the following.

Step 1Extract the generators for the Weierstrass semigroup�i.
Consider them as weights. Construct the toric ideal sayI(i)tori
 = hG(i)1 ; : : : ; G(i)si i � Fq2 [X1; : : : ;Xmi ℄
corresponding to these weights.

Step 2Add terms to the defining polynomialsG(i)1 ; : : : ; G(i)si to get~G(i)1 ; : : : ; ~G(i)si that satisfies that#VFq2 (h ~G(i)1 ; : : : ; ~G(i)si i)
is near the valueNi � 1.

Implementing the algorithm from theorem I.6.2 in a computerprogram (MapleV),
the author calculated a reduced Gröbner basisBi for I(i)tori
, i = 1; : : : ; 5, in the
case ofFq2 = F4 . The following high values explain why the results are not
listed. We have#B1 = 0, #B2 = 1, #B3 = 11, #B4 = 57, and#B5 = 238.
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The high value of#B5 suggests that it might not be an easy task to describeI(i)tori
 in general. We propose the following research problem. Finda nice de-
scription of the sequence �I(1)tori
; I(2)tori
; : : :�
of toric ideals related to the semigroups in (I.15.25).



Appendix I.A

Gröbner basis theory

This appendix contains a survey of the Gröbner basis theorythat is needed in
the present thesis. All the results listed below can be foundin [4]. See also [19].

I.A.1 Gr öbner bases

The definition of a Gröbner basis for an idealI � k[X1; : : : ;Xm℄ with respect
to a given monomial ordering� onMm, uses the well-known concept of the
leading monomial of a polynomial.

Definition I.A.1
Let I � k[X1; : : : ;Xm℄ be an ideal and� a monomial ordering onMm.
Consider a nonzero polynomialP (X) = Pni=1 
iX�i where 
i 6= 0 fori = 1; : : : ; n, and�i 6= �j for i 6= j, 1 � i; j � n. The unique monomialX�k such thatX�k � X�i for all 1 � i � n, i 6= k is called the lead-
ing monomial ofP (X) and is denotedlm(P ). The term
kX�k is called the
leading term ofP (X) and is denotedlt(P ).
Definition I.A.2
Let I � k[X1; : : : ;Xm℄ be a nonzero ideal and� a monomial ordering onMm. A finite subsetG = fG1; : : : ; Gsg � I, Gi 6= 0 for i = 1; : : : ; s is said
to be a Gröbner basis forI wrt. �, if there for anyP (X) 2 I exists an indext 2 f1; : : : ; sg s.t. lm(Gt)jlm(P ).
Theorem I.A.3
Let� be any monomial ordering onMm. Every nonzero idealI � k[X1; : : : ;Xm℄
possesses a Gröbner basis wrt.�.

The following theorem justifies the name “Gröbner basis”.

Theorem I.A.4
If G = fG1; : : : ; Gsg is a Gröbner basis forI wrt.�, thenG is a basis (that is a
generating set) forI.
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It may very well happen that a given Gröbner basis contains more polynomials
than necessary. AssumeGi,Gj are two elements in a given Gröbner basisG forI wrt. �. From the very definition of a Gröbner basis, we see, that iflm(Gi) jlm(Gj), then alsoGnfGjg is a Gröbner basis forI wrt. �. The process of
removing superfluous elements from the Gröbner basis is called reduction.

Definition I.A.5
Let G = fG1; : : : ; Gsg be a Gröbner basis wrt.�. We will say thatG is a
minimal Gröbner basis wrt.� if the following two conditions are satisfied.(1) lt(Gi) = lm(Gi); i = 1; : : : ; s(2) there does not exist indicesi; j 2 f1; : : : ; sg; i 6= j

s.t. lm(Gi)jlm(Gj):
Another interesting type of a Gröbner basis is the following one.

Definition I.A.6
Let I � k[X1; : : : ;Xm℄ be a nonzero ideal. Assume thatG = fG1; : : : ; Gsg is
a Gröbner basis forI wrt. any possible monomial ordering� onMm. ThenG
is said to be a universal Gröbner basis.

We have the following surprisingly result.

Proposition I.A.7
Any nonzero idealI � k[X1; : : : ;Xm℄ possesses a universal Gröbner basis.

I.A.2 The division algorithm

In the following we describe the so-called division algorithm that gives a par-
ticular informative result when a Gröbner basis is used. Consider a polynomialP (X) =Pni=1 
iX�i 2 k[X1; : : : ;Xm℄, where
i 6= 0 for i = 1; : : : ; n. And
consider a set of nonzero polynomialsfG1(X); : : : ; Gs(X)g � k[X1; : : : ;Xm℄.
Assume that there exist indicesu(1) 2 f1; : : : ; ng andv(1) 2 f1; : : : ; sg s.t.lm(Gv(1))jX�u(1) . Consider the polynomialP1(X) := P (X)� 
u(1)X�u(1)lt(Gv(1)(X))Gv(1)(X):
We will say thatP is reduced moduloGv(1) to P1. Note thatlm(P1) � lm(P ).
Continuing the processP1 possible may be reduced modulo sayGv(2) to P2.
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AndP2 possible may be reduced toP3 and so forth. Until finally aPÆ is attained
that can not be reduced modulo any of the polynomialsG1; : : : ; Gs. Given any
polynomialPd in a sequence(P1; : : : ; PÆ) as above, then we will say thatP
can be reduced modulofG1; : : : ; Gsg to Pd. Note that in general the sequence(P1; : : : ; PÆ) is not unique, but is dependent on the choice of thev(j)’s. The
procedure described above is known as the division algorithm. It gives us a
way to describeP (X) as a linear combinationP (X) =Psi=1 ai(X)Gi(X) +PÆ(X) wherelm(aiGi) � lm(P ), and no of the monomials inPÆ are divisible
by any of the leading monomials ofG1; : : : ; Gs.
Definition I.A.8
The polynomialPÆ from above is called a residue ofP modulofG1; : : : ; Gsg,
or a remainder ofP after division withfG1; : : : ; Gsg.
Remark I.A.9
In generalP may have many different residues modulofG1; : : : ; Gsg according
to the choice of theu(j)’s.

However if fG1; : : : ; Gsg is a Gröbner basis, then the situation is simplified
dramatically.

Theorem I.A.10
If G = fG1; : : : ; Gsg � k[X1; : : : ;Xm℄ is a Gröbner basis wrt.�, and if the
division algorithm is used onP (X) wrt. �. Then the remainder ofP after
division withG is unique.

In particular we have the following theorem.

Theorem I.A.11
Let I � k[X1; : : : ;Xm℄ be a nonzero ideal with Gröbner basisG = fG1(X); : : : ; Gs(X)g wrt. �. The following two statements are equiva-
lent (1) P (X) 2 I(2) the remainder ofP after division withG is zero:
I.A.3 A basis for k[X1; : : : ;Xm℄=I
One of the most important reasons for using Gröbner basis theory in this thesis,
is that it gives us an easy way to find a basis for thek-vector spacek[X1; : : : ;Xm℄=I.
To explain how this works we will need the concept of a footprint.
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Definition I.A.12
Let I � k[X1; : : : ;Xm℄ be any ideal, and� a monomial ordering onMm.
Consider the set��(I) := fM(X) 2Mm jM(X) is not

a leading monomial of any polynomial inIg:
We call��(I) the footprint ofI wrt. �, and use the abbreviated notion�(I),
when� is clear from the context.

Remark I.A.13
Note that��(I) is easily read from any Gröbner basisG for I wrt.�.

We have the following important result.

Theorem I.A.14
Let I � k[X1; : : : ;Xm℄ be an ideal, and��(I) the footprint ofI wrt. some
monomial ordering� onMm. ThenB := fM(X) + I jM(X) 2 ��(I)g
is a basis for thek-vector spacek[X1; : : : ;Xm℄=I.

We conclude the following. If we can develop a Gröbner basisfor a given
ideal I, then we will have a method to find a basis for thek-vector spacek[X1; : : : ;Xm℄=I. As we will see in the following, the so-called Buchberger’s
algorithm is the right tool to develop a Gröbner basis forI wrt. any given�.

I.A.4 Buchberger’s algorithm

To describe Buchberger’s algorithm we will need the conceptof anS-polynomial.

Definition I.A.15
Consider polynomialsG1(X); G2(X) 2 k[X1; : : : ;Xm℄ and a monomial or-
dering� onMm. Denote byX
 the smallest monomial (wrt.�) that is di-
visible both bylm(G1) and bylm(G2). TheS-polynomial ofG1 andG2 is the
polynomial S(G1; G2) := X
lt(G1)G1 � X
lt(G2)G2:
A particular nice thing happens iflm(G1) andlm(G2) are relatively prime.
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Lemma I.A.16
If lm(G1) and lm(G2) are relatively prime, then theS-polynomialS(G1; G2)
reduces to zero modulofG1; G2g.
We have the following important theorem.

Theorem I.A.17
Let I � k[X1; : : : ;Xm℄ be a nonzero ideal and� a monomial ordering onMm.
Then a basisG = fG1; : : : ; Gsg for I is a Gröbner basis forI if and only if for
all pairsi 6= j, S(Gi; Gj) reduces modulofG1; : : : ; Gsg to zero.

Now assume that a basisfG1; : : : ; Gsg for I is given that is not a Gröbner basis
wrt.�. One easily verifies that a residue ofS(Gi; Gj) modulofG1; : : : ; Gsg is
contained again inI. By assumption (at least) one of these residues is nonzero.
Denote it byGs+1. If all theS-polynomialsS(Gi; Gj), 1 � i; j � s+1 reduces
modulofG1; : : : ; Gs; Gs+1g to zero, then of coursefG1; : : : ; Gs; Gs+1g is a
Gröbner basis. If this is not the case we continue the process by adding a nonzero
residue to the Gröbner basis to getfG1; : : : ; Gs+2g. We continue this way. The
very nice thing now is, that after finitely many steps, sayn steps, we will end
up with a setfG1; : : : ; Gs+ng that is a Gröbner basis. That is we have a simple
method to extend a basis to a Gröbner basis. The above procedure is known as
Buchberger’s algorithm.

Theorem I.A.18
With a basis forI as the input Buchberger’s algorithm returns a Gröbner basis
for I wrt.�.

I.A.5 The footprint bound

Another result frequently used in the present material is the so-called footprint
bound. As discussed in [12] it represents an alternative to the generalized Be-
zout’s theorem.

Theorem I.A.19
Let I � k[X1; : : : ;Xm℄ be an ideal. If�(I)� is finite then#V�k(I) � #��(I):
And equality holds ifI is a radical ideal.

Remark I.A.20
In particular of course #Vk(I) � #��(I): (I.A.1)
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holds. And one can verify, that equality holds in (I.A.1) precisely whenI =I (Vk(I)). Note that according to theorem I.A.14, the number#��(I) is inde-
pendent of the choice of monomial ordering�.
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