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About the ourse Probability Stoasti variables DistributionsTerminologySample spae, U : The set of all possible outomes.Outome, u : An element in the sample spae, u ∈ U.Event, A : A olletion of outomes, A ⊆ U.ExamplesThrow a dieSample spae : U = {1, 2, 3, 4, 5, 6}An outome : Get a 1, sine 1 ∈ UAn event : Get an even number, sine {2, 4, 6} ⊆ UThrow 2 diesSample spae : U = {(m, n) : n,m = 1, 2, 3, 4, 5, 6}
= {(1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 1), . . .}An outome : Get two 6, sine (6, 6) ∈ UAn event : Get two equal numbers, sine
{(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (6, 6)} ⊆ UDataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsTerminologySample spae, U : The set of all possible outomes.Outome, u : An element in the sample spae, u ∈ U.Event, A : A olletion of outomes, A ⊆ U.We illustrate this with set drawings (Venn diagrams):
b

b

b

b

b A uu1u2u3u4U
Here A = {u1, u2, u3, u4}.Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsEvents
� If A and B are events, we an make new events:Event : NotationBoth A and B our. : A ∩ B (or A,B)A or B (or both) our. : A ∪ B (or A + B)A our, but B doesn't. : A \ BA doesn't our. : ∁A
� With set drawings:A B A B A B AA ∩ B A ∪ B A \ B ∁ADataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsProbabilities
� Let U be a sample spae.
� P is a probability distribution on U, if for alle events A and B1. 0 ≤ P(A) ≤ 1.2. P(∅) = 0.3. P(U) = 1.4. P(A ∪ B) = P(A) + P(B), if A ∩ B = ∅.
� P(A) is the probability of observing A.

Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsConditional probability
� Let B be an event with P(B) > 0.
� The onditional probability of A given B isP(A|B) =

P(A ∩ B)P(B)
= P(A if we know B has oured)

� We let B be a new (and smaller) sample spae.
Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsIndependene
� Two events A and B are independent ifP(A ∩ B) = P(A)P(B).

� If P(A) > 0 and P(B) > 0:P(A) = P(A|B) and P(B) = P(B |A)

� We don't get any information about A by knowing B (and vieversa).
Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsStoasti variables
� Also alled a random variable.
� Heuristi: A variable that takes di�erent values with di�erentprobabilities.
� Rigorous: A funtion whoose set of de�nition is a sample spaewith a probability distribution

b

bu1 X (u1)u2 X (u2)U R
� X is disrete if it only takes ountably many values.
� X is ontinuous if it takes unountably many values.Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsStoasti variables
� Examples:Experiment Stoasti variable TypeThrow a die # eyes disreteThrow a die ∑ eyes disreteWeigh a person Weight ontinuousMeasure men in DK height ontinuous

Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsDistributions
� If X is a disrete stoasti variable, the probability funtion for X :f (x) = P(X = x)
� If Y is a ontinuous stoasti variable, f (y) is the densityfuntion for Y if P(a ≤ Y ≤ b) =

∫ ba f (y) dy
� Note:

◮ P(Y = ) = 0 for any number  .
◮ The �≤� an be replaed by �<�.Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsCharateristisTwo numbers are espeially interesting for a stoasti variable X
� Mean value/Expeted value: E (X )

� Variane � the expeted deviation from the mean value:Var(X ) = E(

(X − E (X ))2) = E (X 2) − E (X )2
Dataanalyse - Leture 1
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� Mean value/Expeted value:E (X ) =

∑outome xf (x)
� Variane � the expeted deviation from the mean value:Var(X ) = E(
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About the ourse Probability Stoasti variables DistributionsCharateristisTwo numbers are espeially interesting for a ontinuous stoastivariable X with density funtion f (x)
� Mean value/Expeted value:E (X ) =

∫outome xf (x) dx
� Variane � the expeted deviation from the mean value:Var(X ) = E(

(X − E (X ))2) = E (X 2) − E (X )2
=

∫outome(x − E (X ))2f (x) dx
=

∫outome x2f (x) dx − E (X )2Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsSeveral stoasti variables
� X and Y are disrete stoasti variables with probability funtionsfX (x) and fY (y), respetively.
� (X ,Y ) is a new stoasti variable.
� Joint probability funtion of X and Y , f(X ,Y )(x , y):P(a ≤ X ≤ b,  ≤ Y ≤ d) =

b
∑x=a d

∑y= f(X ,Y )(x , y).

� Marginal density:fX (x) =
∑y f(X ,Y )(x , y) , fY (y) =

∑x f(X ,Y )(x , y).Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsSeveral stoasti variables
� X and Y are ontinuous stoasti variables with densities fX (x)and fY (y), respetively.
� (X ,Y ) is a new stoasti variable.
� Joint density of X and Y , f(X ,Y )(x , y):P(a ≤ X ≤ b,  ≤ Y ≤ d) =

∫ ba ∫ d f(X ,Y )(x , y) dx dy .

� Marginal density:fX (x) =

∫ f(X ,Y )(x , y) dy , fY (y) =

∫ f(X ,Y )(x , y) dx .Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsIndependene
� The onditional distribution of X given Y , fX |Y (x |y):fX |Y (x |y) =

f(X ,Y )(x , y)fY (y)

� X and Y are independent iffX (x) = fX |Y (x |y)or f(X ,Y )(x , y) = fX (x)fY (y).Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsDistribution funtion
� X is a stoasti variable with funtion f (x)
� The umulative distribution funtion for X :FX (x) = P(X ≤ x)
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About the ourse Probability Stoasti variables DistributionsDistribution funtion
� X is a disrete stoasti variable with probability funtion f (x)
� The umulative distribution funtion for X :FX (x) = P(X ≤ x) =

∑y≤x f (y)

0.250.500.751.00
0 1 2
F (x) 0.250.500.751.00

0 1 2
f (x)

Note that FX (x) is de�ned for all x ∈ R.Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsDistribution funtion
� X is a ontinuous stoasti variable with density funtion f (x)
� The umulative distribution funtion for X :FX (x) = P(X ≤ x) =

∫ x
−∞

f (t) dt
00.250.500.751.00 F (x)x0 00.250.50 f (x)x0F (x0) =

∫ x0
−∞

f (t) dtNote that F ′(x) = f (x)Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsFratiles
� X is a stoasti variable with distribution funtion FX (x).
� For 0 < p < 1 the p fratile is the number(s) xp whereF (xp) = p.
� 50% fratile is alled the median og 2. quartil.
� 25% and 75% fratiles are alled 1. and 3. quartile, respetively.
� Fratiles for the normal distribution

Dataanalyse - Leture 1
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00.250.500.751.00 F (x)
15 %-fratileMedian3. quartileDataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsBinomial distribution
� X is Bernoulli-distributed with parameter p if X ∈ {0, 1} withP(X = 1) = p og P(X = 0) = 1− p.
� Let X1,X2, . . . ,Xn be independent and Bernoulli distributed withparameter p.
� S = X1 + X2 + · · · + Xn is binomial distributed with parameters nand p (Notation: X ∼ B(n, p)).
� Properties:

◮ S takes values in {0, 1, 2, . . . , n}.
◮ S has probability funtionP(S = k) = pk (1− p)n−k

.Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsBinomial distribution
� For X ∼ B(n, p):E (S) = n · p og Var(S) = n · p · (1− p)
� Probability funtion with di�erent parameters.
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About the ourse Probability Stoasti variables DistributionsNormal distribution
� X is normal distributed with mean µ and variane σ2 (notation:X ∼ N(µ, σ2) ) if is has density funtionf (x) =

1√2πσ2 e− (x−µ)22σ2 , x ∈ R
0.250.500.75

0 1 2−1−2−3 σ = 1
µ = 0 σ = 0.5

µ = 1f (x)
� The normal distribution is the most important distribution you'llenounter!Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsNormal distribution
� N(0, 1) is the standard normal distribution.
� If X ∼ N(0, 1) and Y ∼ µ + σX , then Y ∼ N(µ, σ2).
� We have: 95 %99 %

µ

µ − 1.96σ µ + 1.96σµ − 2.58σ µ + 2.58σDataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsNormal distribution
Important features:

� Is determined by its mean value and variane.
� If X1 ∼ N(µ1, σ21) and X2 ∼ N(µ2, σ22) are independent:X1 + X2 ∼ N(µ1 + µ2, σ21 + σ

22).
Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables Distributions
χ
2 distribution

� X1,X2, . . . ,Xm are independent, standard normal distributed.
� The sum X =

m
∑i=1 X 2i = X 21 + X 22 + · · · + X 2mis χ2 distributed with m degrees of freedom (notation:X ∼ χ2(m)).

� Note:
◮ X is positive.
◮ E (X ) = m.
◮ Density funtion f (x) for X :

00.20.40.6
0 1 2 3 4 5 6 7

m = 2m = 4m = 6f (x)
Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsCentral limit theorem
Theorem (Central limit theorem)The sum of many independent, identially distributed (iid) variables isapproximately normal distributed.Note:

� The result is true no matter what distribution the terms in thesum follow.
� If eah term is normal distributed, we an skip �approximately�.
� �many� an be as few as 10.

Dataanalyse - Leture 1
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About the ourse Probability Stoasti variables DistributionsCentral limit theorem � exampleIf n is big, B(n, p) is approx. N(np, np(1 − p)).
00.050.100.150.200.25
0 1 2 3 4 5 6 7 8 9 10Online examples:http://bs.whfreeman.om/ips4e/at_010/applets/CLT-Binomial.htmlhttp://www.stat.s.edu/∼west/javahtml/CLT.htmlDataanalyse - Leture 1
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