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Distributions

Stocastic variables

About the course Probability

Sample space, U : The set of all possible outcomes.
Outcome, u : An element in the sample space, u € U.
Event, A : A collection of outcomes, A C U.

Examples
Throw a die
Sample space : U =1{1,2,3,4,5,6}
An outcome : Get a1, sincel € U
An event : Get an even number, since {2,4,6} C U

Dataanalyse - Lecture 1



About the course Probability Stocastic variables Distributions

Sample space, U : The set of all possible outcomes.
Outcome, u : An element in the sample space, u € U.
Event, A : A collection of outcomes, A C U.

Examples
Throw a die
Sample space : U =1{1,2,3,4,5,6}
An outcome : Get a1, sincel € U
An event : Get an even number, since {2,4,6} C U
Throw 2 dices
Sample space : U= {(m,n):n,m=1,2,3,4,56}
=1{(1,1),(1,2),(1,3),(1,4),(1,5),(1,6),(2,1),...}
An outcome : Get two 6, since (6,6) € U
An event : Get two equal numbers, since
{(1,1),(2,2),(3,3).(4,4),(5,5),(6,6)} C U
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About the course Probability Stocastic variables Distributions

Sample space, U : The set of all possible outcomes.
Outcome, u : An element in the sample space, u € U.
Event, A : A collection of outcomes, A C U.

We illustrate this with set drawings (Venn diagrams):

e

Here A= {u1,u, u3, us}.
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About the course

Probability

Distributions

m If A and B are events, we can make new events:

Event : Notation
Both A and B occur. : AN B (or A, B)
A or B (or both) occur. : AUB (or A+ B)
A occur, but B doesn't. : A\ B
A doesn’t occur. : CA

m With set drawings:

(06| @]

ANB AUB A\ B CA
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About the course Probability Stocastic variables

Distributions

m Let U be a sample space.
m P is a probability distribution on U, if for alle events A and B
1. 0< P(A)<1.
2. P(0)=o0.
3. P(U) = 1.
4. P(AUB) = P(A)+ P(B),if AN B = 0.
m P(A) is the probability of observing A.
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Probability

m Let B be an event with P(B) > 0.
m The conditional probability of A given B is

P(ANB)

P(AIB) = =5 3

= P(A if we know B has occured)
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Probability

m Let B be an event with P(B) > 0.
m The conditional probability of A given B is

P(AN B)

P(AIB) = =5 3

= P(A if we know B has occured)

m We let B be a new (and smaller) sample space.

U
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About the course Probability Stocastic variables

m Two events A and B are independent if

P(ANn B) = P(A)P(B).
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About the course Probability Stocastic variables Distributions

m Two events A and B are independent if
P(ANn B) = P(A)P(B).
m If P(A) >0 and P(B) > 0:

P(A) = P(A|B) and P(B)= P(B|A)
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About the course Probability Stocastic variables Distributions

m Two events A and B are independent if
P(ANn B) = P(A)P(B).
m If P(A) >0 and P(B) > 0:
P(A) = P(A|B) and P(B)= P(B|A)

m We don't get any information about A by knowing B (and vice
versa).
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About th se Probability Stocastic variables

m Also called a random variable.
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About the course Probability Stocastic variables Distributions

m Also called a random variable.

m Heuristic: A variable that takes different values with different
probabilities.

Uy e
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About the course Probability

Stocastic variables Distributions

m Also called a random variable.

m Heuristic: A variable that takes different values with different
probabilities.

m Rigorous: A function whoose set of definition is a sample space
with a probability distribution

Uy e

U Ul./’\ >

X(v1)  X(uw)

R

m X is discrete if it only takes countably many values.

m X is continuous if it takes uncountably many values.
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About the course Probability

Stocastic variables Distributions

m Examples:
Experiment Stocastic variable Type
Throw a die # eyes discrete
Throw a die > eyes discrete
Weigh a person Weight continuous
Measure men in DK height continuous
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About the course Probability Stocastic variables

m If X is a discrete stocastic variable, the probability function for X:
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About the course Probability Stocastic variables Distributions

m If X is a discrete stocastic variable, the probability function for X:

m If Y is a continuous stocastic variable, f(y) is the density
function for Y if

P(asvgb)z/bfmdy
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About the course Probability Stocastic variables Distributions

m If X is a discrete stocastic variable, the probability function for X:

m If Y is a continuous stocastic variable, f(y) is the density
function for Y if

P(asvgb)z/bfmdy

m Note:

» P(Y = c¢) =0 for any number c.
» The “<" can be replaced by “<".

Dataanalyse - Lecture 1



About the course Probability Stocastic variables Distributions

Two numbers are especially interesting for a stocastic variable X

m Mean value/Expected value:
E(X)
m Variance — the expected deviation from the mean value:

Var(X) = E((X — E(X))?) = E(X?) — E(X)?
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About the course Probability Stocastic variables Distributions

Two numbers are especially interesting for a discrete stocastic variable
X with probability function f(x)

® Mean value/Expected value:

E(X) = Z xf (x)

outcome

m Variance — the expected deviation from the mean value:

Var(X) = E((X - E(X))?) = E(X?) — E(X)?

= Y (x—E(X))*(x)
= > Xf(x) - E(X)?

outcome
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About the course Probability Stocastic variables Distributions

Two numbers are especially interesting for a continuous stocastic
variable X with density function f(x)

® Mean value/Expected value:

E(X):/ xf(x) dx
outcome
m Variance — the expected deviation from the mean value:
Var(X) = E((X — E(X))?) = E(X2) — E(X)?
- / (x — E(X))?F(x) dx
outcome

_ / PF(x) dx — E(X)?
outcome
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About the course Probability Stocastic variables

m X and Y are discrete stocastic variables with probability functions
fx(x) and fy(y), respectively.

® (X, Y) is a new stocastic variable.
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About the course Probability Stocastic variables Distributions

m X and Y are discrete stocastic variables with probability functions
fx(x) and fy(y), respectively.

® (X, Y) is a new stocastic variable.

= Joint probability function of X and Y, fx v(x,y):

b d
Pa<X<bc<Y<d) =Y Y fixvixy).

x=ay=c
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About the course Probability Stocastic variables

m X and Y are discrete stocastic variables with probability functions
fx(x) and fy(y), respectively.

® (X, Y) is a new stocastic variable.
= Joint probability function of X and Y, fx v(x,y):
b d
Pla<X<bec<Y<d)= > fxylxy)

x=ay=c

m Marginal density:

fx(x) = Zf(x,y)(xa}’) , fy(y) = Zf(x,v)(xa}’)'
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About the course Probability Stocastic variables

®m X and Y are continuous stocastic variables with densities fx(x)
and fy(y), respectively.

® (X,Y) is a new stocastic variable.

m Joint density of X and Y, fix v(x,y):

b d
P(angb,cgvgd)zf / (%, y) dx dy.
a (o}

m Marginal density:

50 = [ foenendy . ) = [ fxnry)dx
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About the course Probability Stocastic variables Distributions

m The conditional distribution of X given Y, fx|y(x|y):

fix vy (x
fxiy (xly) = %(y)y)
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About the course Probability Stocastic variables Distributions

m The conditional distribution of X given Y, fx|y(x|y):

fix vy (x
fxiy (xly) = %(y)y)

m X and Y are independent if

fx(x) = fx)v(xly)

or

f(x,Y)(XJ) = fx(x)fy ().
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About the course Probability Stocastic variables

m X is a stocastic variable with function f(x)
m The cumulative distribution function for X:

Fx(x) = P(X < x)
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About the course Probability Stocastic variables Distributions

X is a discrete stocastic variable with probability function f(x)
The cumulative distribution function for X:

Fx(x) = P(X <x) = 3 f(y)

y<x
A A
1.00 F(X) ~— 1.00 + f(X)
0.75 e——oO 0.75 -
050 —+ 0.50 -
0.25 — &———0 025 -
o 1 1 > l \ l >
0 1 2 0 1 2
Note that Fx(x) is defined for all x € R.
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About the course Probability Stocastic variables Distributions

m X is a continuous stocastic variable with density function f(x)
m The cumulative distribution function for X:

FX(X):P(ng):/_X F(t)dt

1.00 F(X)
0.75 0.50 f(x)
0.50
0.25
0.25
0 » 0 >

|
I
X0 X0
Xo

F(x0) :/ £(t) dt
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About the course Probability Stocastic variables Distributions

m X is a continuous stocastic variable with density function f(x)
m The cumulative distribution function for X:

FX(X):P(ng):/_X F(t)dt

1.00 F(X)
0.75 0.50 f(x)
0.50

0.25
0.25 |
0 ! » 0 >

X0 X0
X0
F(xo):/ £(t) dt

Note that F'(x) = f(x)
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About the course Probability Stocastic variables

m X is a stocastic variable with distribution function Fx(x).

m For 0 < p < 1 the p fractile is the number(s) x, where

F(xp) = p-
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About the course Probability Stocastic variables Distributions

m X is a stocastic variable with distribution function Fx(x).

m For 0 < p < 1 the p fractile is the number(s) x, where
F(xp) = p-

m 50% fractile is called the median og 2. quartil.
m 25% and 75% fractiles are called 1. and 3. quartile, respectively.
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About the course Probability Stocastic variables Distributions

X is a stocastic variable with distribution function Fx(x).

For 0 < p < 1 the p fractile is the number(s) x, where
F(xp) = p-

50% fractile is called the median og 2. quartil.

25% and 75% fractiles are called 1. and 3. quartile, respectively.

m Fractiles for the normal distribution

1.00

0.75 F(X)
0.50

0.25 —

0 —/'/| >
15 %-fractile T3. quartile
Median
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About the course Probability Stocastic variables Distributions

m X is Bernoulli-distributed with parameter p if X € {0,1} with
P(X=1)=pogP(X=0)=1-p.
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About the course Probability

Stocastic variables Distributions

m X is Bernoulli-distributed with parameter p if X € {0,1} with
P(X=1)=pogP(X=0)=1-p.

m Let Xy, Xo,..., X, be independent and Bernoulli distributed with
parameter p.
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About the course Probability

Stocastic variables Distributions

m X is Bernoulli-distributed with parameter p if X € {0,1} with
P(X=1)=pogP(X=0)=1-p.

m Let Xy, Xo,..., X, be independent and Bernoulli distributed with
parameter p.

B S=Xi+Xo+---+ X, is binomial distributed with parameters n
and p (Notation: X ~ B(n, p)).
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About the course Probability Stocastic variables Distributions

m X is Bernoulli-distributed with parameter p if X € {0,1} with
P(X=1)=pogP(X=0)=1-p.

m Let Xy, Xo,..., X, be independent and Bernoulli distributed with
parameter p.

B S=Xi+Xo+---+ X, is binomial distributed with parameters n
and p (Notation: X ~ B(n, p)).

m Properties:

» S takes values in {0,1,2,..., n}.
» S has probability function
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About the course Probability Stocastic variables Distributions

m X is Bernoulli-distributed with parameter p if X € {0,1} with
P(X=1)=pogP(X=0)=1-p.

m Let X1, Xo,..., X, be independent and Bernoulli distributed with
parameter p.

B S=Xi+Xo+---+ X, is binomial distributed with parameters n
and p (Notation: X ~ B(n, p)).
m Properties:

» S takes values in {0,1,2,..., n}.

» S has probability function number of ways

to choose k of n

P(S=k) = p (1 —p)" k.
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About the course Probability Stocastic variables Distributions

m For X ~ B(n,p):
E(S)=n-p og Var(S)=n-p-(1-p)

m Probability function with different parameters.

B(10,0.5) B(20,0.5) B(50,0.5)
To i ﬂ N 8 7
1 = =N
- s L ] e ..|||‘ hh..
o I I I I I o I o T T 1

2 4 6 8 10 5 10 15 20 0 10 20 30 40 50

B(10,0.8) B(20,0.8) B(50,0.8)
S 9 S 3
e I I
8 ] | | | 8 : ........... I|| || 8 E ||||‘ ||I....
o [ [ [ [ =) o T

2 4 6 8 10 5 10 15 20 0 10 20 30 40 50
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About the course Probability Stocastic variables Distributions

m X is normal distributed with mean y and variance o2 (notation:
X ~ N(u,0?) ) if is has density function

v

m The normal distribution is the most important distribution you'll
encounter!

Dataanalyse - Lecture 1



About the course Probability Stocastic variables Distributions

m N(0,1) is the standard normal distribution.
m If X ~N(0,1) and Y ~ s+ 0X , then Y ~ N(u,c?).

m We have:
< 99 % q
< 95 % q
(L — 2580 T [+ 2580
u—1.960 @+ 1.960
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About the course Probability Stocastic variables Distributions

Important features:
m Is determined by its mean value and variance.

m If Xy ~ N(u1,0%) and X ~ N(up,03) are independent:

X1+ Xo ~ N(,ul +/.L2,O']2_ —I—O'g).
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About the course Probability Stocastic variables

Distributions

B X1, Xo,..., X, are independent, standard normal distributed.
m The sum

X=) XP=X2+X3+---+X3
i=1

is x? distributed with m degrees of freedom (notation:
X~ x*(m)).

Dataanalyse - Lecture 1



About the course Probability Stocastic variables

B X1, Xo,..., X, are independent, standard normal distributed.
m The sum

X=) XP=X2+X3+---+X3
i=1

is x? distributed with m degrees of freedom (notation:
X ~ x?(m)).
= Note:
» X is positive.
» E(X)=m.
» Density function f(x) for X:
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About the course Probability Stocastic variables

Distributions

Theorem (Central limit theorem)

The sum of many independent, identically distributed (iid) variables is
approximately normal distributed.

Note:

m The result is true no matter what distribution the terms in the
sum follow.

m If each term is normal distributed, we can skip “approximately”.
® “many” can be as few as 10.
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About the course Probability Stocastic variables Distributions

If nis big, B(n, p) is approx. N(np, np(1 — p)).

Online examples:
http://bcs.whfreeman.com/ips4e/cat 010/applets/CLT-Binomial.html
http://www.stat.sc.edu/~west/javahtml/CLT.html
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