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Simple linear regression Multiple linear regressionSimple linear regression
� We wish to explain the sto
hasti
 variable Y using the variableordinary variable x . E.g. explain 
onsumption of i
e 
ream (Y )using the temperature (x).
� Assume Y = β0 + β1x + U.

� ◮ Y : Dependent/response variable
◮ x : Explanatory/independent variable
◮ U : Error term

� The error term U explains the part of the variation in Y , notexplained by x .Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionGraphi
ally
� ◮ β0: Inter
ept at Y -axis

◮ β1: Slope of lineY (Consumption)
x (Temp.)
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Simple linear regression Multiple linear regressionThe error term
� We assume

◮ U is independent of x .
◮ E [U] = 0. Loosely speaking: The error has no in�uen
e onaverage � 
an equally well be negative or positive.
◮ Var[U] = σ2 for all x (
alled homos
eda
ity). I.e. we expe
t thesame size error for all values of x .

� The mean value of Y given the explanatory variable x isE [Y |x ] = E [β0 + β1x + U|x ] = β0 + β1x
� E.g. if the temperature is 25 degrees, the assumptions imply thatthe i
e 
ream 
onsumption on average is β0 + β125.Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionInterpretation
� The model is: Y = β0 + β1x + U
� β0 is the expe
ted value of Y when x = 0. This is often not themain point of interest.
� The expe
ted value of Y is 
hanged by β1, when x is in
reased by1 unit.
� Assume we have n pairs of observations:

(x1, y1), (x2, y2), . . . , (xn, yn) su
h thatyi = β0 + β1xi + ui .We wish to estimate β0 and β1 from data.Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionEstimates
� We want a pro
edure to estimate the unknown 
oe�
ients β0and β1. We use the �method of least squares�, whi
h �nds the β0and β1 that minimizen∑i=1 ui =

n∑i=1(yi − β0 − β1xi )2
� The estimates obtained by this pro
edure are:

β̂0 = ȳ − β̂1x̄and
β̂1 =

∑ni=1(xi − x̄)(yi − ȳ)∑ni=1(xi − x̄)2 .Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionEstimated regression line
� The regression line is estimated by ŷ = β̂0 + β1x .
� Predi
ted value: ŷi = β̂0 + β̂1xi is the predi
ted value for yi .
� Residual: ûi = yi − ŷi = yi − β̂0 − β̂1xi . Estimate of the errorterm ui .
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b

b

b

b

b

b

b

� The line β̂0 + β̂1x is always through the point (x̄ , ȳ)!Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionSums of Squares
� The total variation of the yi 's is des
ribed by:SST =

n∑i=1(yi − ȳ)2 (Total Sum of Squares)and an estimate of the varian
e of y is s2y = SST/(n − 1).
β̂0 + β̂1xy (Consumption)

x (Temp.)xi
yi bȳ ŷi − ȳûiyi − ȳ

� The total deviation yi − ȳ splits up in an explained part, ŷi − ȳand an unexplained part yi − ŷi .Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionDe
omposition of SST
� The total variation, SST 
an be de
omposed in two parts:SST = SSE + SSR .

� SSE is Explained Sum of Squares (the explained variation):SSE =

n∑i=1(ŷi − ȳ)2
� SSR is Residual Sum of Squares (the unexplained variation):SSR =

n∑i=1(yi − ŷi )2 =
n∑i=1 û2iDataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionCoe�
ient of determination
� The proportion of the total variation that is explained is 
alled the
oe�
ient of determinationR2 =

SSESST = 1− SSRSST .E.g. if R2 = 0.7 we have that the model explains 70% of thevariation of the yi 's. The remaining 30% 
orrespond to randomunexplained variation.
� An alternative formula is (as in the book):R2 =

s2xys2x s2y ,where (in the same way as for sy on an earlier slide):sx =
1n − 1 n∑i=1(xi − x̄)2 and sxy =

1n − 1 n∑i=1(xi − x̄)(yi − ȳ)Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionProperties of estimators
� When we 
onsider the estimators as sto
hasti
 variables thefollowing holds: E [β̂0] = β0 and E [β̂1] = β1,Var[β̂0] = σ20 =

σ2n−1 ∑ni=1 x2i
(n − 1)s2x and Var[β̂1] = σ21 =

σ2
(n − 1)s2x

� The varian
e formulas in
lude the error term varian
e whi
h isunknown and we use the estimate
σ̂2 =

1n − 2 n∑i=1 û2i = SSR/(n − 2).Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionAssumptions
� Whi
h assumptions have we used so far?

◮ Assumption SLR.1 (Linear parameters)In the population model we assume x explains Y byY = β0 + β1x + U .

◮ Assumption SLR.2 (Random sample)We have a random sample of size n, (x1, y1), (x2, y2), . . . , (xn, yn)from the population model in SLR.1.
◮ Assumption SLR.3 (Error term)The error term U is independent of x , andE [U] = 0, Var[U] = σ2 for all x
◮ Assumption SLR.4 (Variation of xi 's)Not all xi 's 
an have the same value.

� What if we want the distribution of the estimators?
◮ Assumption SLR.5 (Distribution of error term)U ∼ N (0, σ2).Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionDistribution of estimators
� Assuming SLR.1 - SLR.5 the estimators are normally distributedwith the true population value as mean and with the varian
egiven in terms of the error term varian
e σ2 as on earlier slide:

β̂i ∼ N(βi , σ2i ).As always we 
an rewrite this in standardised form:Zi =
β̂i − βi

σi ∼ N(0, 1), i = 0, 1.
� If we use an estimate σ̂2 for σ2 we end up with a t-distributiondue to the extra un
ertainty:Ti =

β̂i − βi
σ̂i ∼ t(n − 2), i = 0, 1.Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionHypothesis test
� We want to test the hypothesis

◮ H0 : β1 = 0
◮ H1 : β1 6= 0This null hypothesis 
orresponds to x not having any in�uen
e onY .

� Assuming SLR.1 - SLR.6 and that H0 is true we have the teststatisti
 T1 =
β̂1
σ̂1 ∼ t(n − 2).

� Numeri
ally large values of T1 are 
riti
al for H0. I.e. the largerthe value, the less we believe in H0, and 
onsequently the more
ertain are we that x 
an be used to explain Y .
� Assume for a given data set we have 
al
ulated the value of thetest statisti
 to be tobs. The p-value isp = P [|T1| > |tobs|].Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionCon�den
e intervals
� A (1− α)100% 
on�den
e interval for β1 is given by

β̂1 ± tα/2σ̂1,where tα/2 is the α/2 quantile in the t-distribution with n − 2degrees of freedom.
� Note: Testing the hypothesis

◮ H0 : β1 = K
◮ H1 : β1 6= Kwith signi�
an
e level α is equivalent to 
he
king that K is insidethe (1− α)100% 
on�den
e interval. This is also equivalent to
he
king the p-value is less than α.Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionMultiple linear regression
� In many 
ases we have several explanatory variables, e.g. two:Y = β0 + β1x1 + β2x2 + U,where the error term on
e again is assumed to be independent ofthe explanatory variables and for all values of x1 and x2:E [U] = 0 and Var[U] = σ2
� Example: Probably the i
e 
ream 
onsumption depends on thepri
e as well:Consumption = β0 + β1temp + β2pri
e + U.

� More generally we use a model with k explanatory variables:Y = β0 + β1x2 + β2x2 + · · · + βkxk + U,Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionEstimates
� Data 
onsists of n observations of y , x1 and x2. I.e. for the i 'thobservation (e.g. i 'th person) we observe the dependent variableyi , as well as the explanatory variables xi1 and xi2.
� The estimates β̂0, β̂1, and β̂2 are determined by least squares,whi
h minimizesn∑i=1 û2i =

n∑i=1(yi − β̂0 − β̂1xi1 − β̂2xi2)2.
� The formulas for the estimates are more 
ompli
ated now, andthey are derived using linear algebra, but they are still very easy to
al
ulate on a 
omputer.Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionInterpretation
� Interpretation of the regression equationŷ = β̂0 + β̂1x1 + β̂2x2If we 
hange x1 by ∆x1 and x2 by ∆x2, then the 
hange in thepredi
tion ŷ is

∆ŷ = β̂1∆x1 + β̂2∆x2.If only x1 is 
hanged by ∆x1 with x2 �xed, then the 
hange is
∆ŷ = β̂1∆x1.

Dataanalyse - Kursusgang 4
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Simple linear regression Multiple linear regressionHypothesis test et
.Using the same te
hniques as for simple linear regression we 
an derivedistributions for the estimators. Using these we have a simple way oftesting the hypothesis that one of the explanatory variables does notin�uen
e Y .
� H0 : βi = 0
� H1 : βi 6= 0.The test statisti
 is more 
ompli
ated in this 
ase, but it still follows at-distribution with n − k − 1 degrees of freedom, and 
riti
al values
an be found using this. Similarly it is easy to �nd p-values and
on�den
e intervals on a 
omputer.Dataanalyse - Kursusgang 4
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