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Simple linear regression Multiple linear reg

m We wish to explain the stochastic variable Y using the variable
ordinary variable x. E.g. explain consumption of ice cream (Y)
using the temperature (x).

m Assume
Y =00+ bix+ U.

B > Y: Dependent/response variable
» x: Explanatory/independent variable
» U: Error term

m The error term U explains the part of the variation in Y, not
explained by x.
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m > [y Intercept at Y-axis
» [31: Slope of line
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Multiple linear reg

Simple linear regression

m We assume

» U is independent of x.

» E[U] = 0. Loosely speaking: The error has no influence on
average — can equally well be negative or positive.

» Var[U] = o for all x (called homoscedacity). l.e. we expect the
same size error for all values of x.

m The mean value of Y given the explanatory variable x is
E[Y|x] = E[Bo + Brx + Ulx] = Bo + frx

m E.g. if the temperature is 25 degrees, the assumptions imply that
the ice cream consumption on average is 3y + (3125.
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m The model is;
Y =0 +bix+U

m (o is the expected value of Y when x = 0. This is often not the
main point of interest.

m The expected value of Y is changed by 31, when x is increased by
1 unit.

m Assume we have n pairs of observations:
(X17y1)7 (X27Y2)7 ey (Xna.yn) SUCh that

yi = Po + Pixi + uj.

We wish to estimate 3y and 3; from data.
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m We want a procedure to estimate the unknown coefficients g
and (1. We use the “method of least squares”, which finds the &g
and (3; that minimize

> ui=) (vi— o — Pixi)
i1 i1

m The estimates obtained by this procedure are:

A

Bo=y— bix
and , ~ _
i (i —X)i —y)

= Z?:I(Xi —X)?
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Multiple linear reg

m The regression line is estimated by § = (o + B1x.
m Predicted value: y; = Bo + Bux; is the predicted value for Vi.

® Residual: 0; = y;

term uj.

—Vi=vyi—

y (Consumption)

A

A

Bo — le,-. Estimate of the error

Yi

A\

/:///rﬁo+wﬂx

»

X ('Femp.)

m The line By + f1x is always through the point (x, y)!
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g

m The total variation of the y;’s is described by:

SST = Z(y; — y)2 (Total Sum of Squares)
i=1

and an estimate of the variance of y is s7 = SST/(n — 1).
y (Consumption)

yl_A /30+le

Xi x (Temp.)
m The total deviation y; — ¥ splits up in an explained part, j; — y
and an unexplained part y; — ;.
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m The total variation, SST can be decomposed in two parts:
SST = SSE + SSR.

m SSE is Explained Sum of Squares (the explained variation):

n

SSE =Y (5 —y)

i=1
® SSR is Residual Sum of Squares (the unexplained variation):

n

SSR=>D (yi—y)=>_if
i=1

i=1
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m The proportion of the total variation that is explained is called the
coefficient of determination

E.g. if R2 = 0.7 we have that the model explains 70% of the
variation of the y;'s. The remaining 30% correspond to random
unexplained variation.

m An alternative formula is (as in the book):

2
2 Sxy

- s2s2’
where (in the same way as for s, on an earlier slide):
1 & 1 &
Sx = P Z(Xi _’_()2 and s = n_1 Z(Xi —X)(vi —¥)

i=1 i=1
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m When we consider the estimators as stochastic variables the
following holds:

E[Bo]l = B0 and E[B] = 5,

2. -1 2 2
o°n T Xt A o
PSR v ot T

(n - 1)Sx (n - 1)5x
m The variance formulas include the error term variance which is
unknown and we use the estimate

Var[ﬁAo] = Jg =

n

2 1 A2
6= QZU,- = SSR/(n — 2).

n—cz=“
i=1
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m Which assumptions have we used so far?
» Assumption SLR.1 (Linear parameters)
In the population model we assume x explains Y by

Y =B+ fix+ U.

» Assumption SLR.2 (Random sample)
We have a random sample of size n, (x1,y1), (x2,¥2), -, (Xn, ¥n)
from the population model in SLR.1.

» Assumption SLR.3 (Error term)
The error term U is independent of x, and

E[U] =0, Var[U] = o2 for all x
» Assumption SLR.4 (Variation of x;'s)
Not all x;’s can have the same value.

m What if we want the distribution of the estimators?
» Assumption SLR.5 (Distribution of error term)

U ~ N(0,02).
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m Assuming SLR.1 - SLR.5 the estimators are normally distributed
with the true population value as mean and with the variance

given in terms of the error term variance o2 as on earlier slide:
A 2
Bi ~ N(Bi, 7).
As always we can rewrite this in standardised form:
z =525 nw), =01
i

m If we use an estimate &2 for 0® we end up with a t-distribution
due to the extra uncertainty:

A

T,-:L":ﬂ"wt(n—@, i=0,1.

aj
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m We want to test the hypothesis

> HO . 61 =0
> H1 . 61 7£ 0
This null hypothesis corresponds to x not having any influence on
Y.
m Assuming SLR.1 - SLR.6 and that Hy is true we have the test
statistic .
P
T =— ~t(n-—2).
1=3 (n—2)

m Numerically large values of T; are critical for Hp. l.e. the larger
the value, the less we believe in Hy, and consequently the more
certain are we that x can be used to explain Y.

m Assume for a given data set we have calculated the value of the
test statistic to be typs. The p-value is

pP= P[‘Tl‘ > ‘tobs”'
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® A (1 — a)100% confidence interval for /31 is given by

f1 =+ ty/201,

where t,/, is the /2 quantile in the t-distribution with n —2
degrees of freedom.
m Note: Testing the hypothesis

> Ho . ﬁl =K

> Hi: B #K
with significance level « is equivalent to checking that K is inside
the (1 — «)100% confidence interval. This is also equivalent to
checking the p-value is less than a.
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® In many cases we have several explanatory variables, e.g. two:
Y = fo+ fix1 + Baxe + U,

where the error term once again is assumed to be independent of
the explanatory variables and for all values of x; and xo:

E[U=0 and Var[U] =02

m Example: Probably the ice cream consumption depends on the
price as well:

Consumption = Gy + SBitemp + Baprice + U.
m More generally we use a model with k explanatory variables:
Y =[o+ bixz + Poxo + -+ + Bixk + U,
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g

m Data consists of n observations of y, x; and x,. l.e. for the i’th
observation (e.g. i'th person) we observe the dependent variable
yi, as well as the explanatory variables x;; and x;».

m The estimates (g, /31, and 3> are determined by least squares,
which minimizes

n n
Z b7 = Z(}’i — Bo = Prxi1 — Paxiz)?.
i=1 i=1

m The formulas for the estimates are more complicated now, and
they are derived using linear algebra, but they are still very easy to
calculate on a computer.
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g

m Interpretation of the regression equation
7 = Bo+ Bxa + Boxe
If we change x; by Axy and xo by Axy, then the change in the

prediction y is
Ay = B1Ax1 + S Axa.

If only x; is changed by Ax; with x» fixed, then the change is

Ay = B1Ax.
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Using the same techniques as for simple linear regression we can derive
distributions for the estimators. Using these we have a simple way of
testing the hypothesis that one of the explanatory variables does not

influence Y.
L HO : ﬁ,‘ =0
] H1 : ﬁ,‘ 75 0.

The test statistic is more complicated in this case, but it still follows a
t-distribution with n — k — 1 degrees of freedom, and critical values
can be found using this. Similarly it is easy to find p-values and
confidence intervals on a computer.
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