Evidence for Genetic Control of Adult Weight Plasticity in the Snail Helix aspersa
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ABSTRACT

Phenotypic plasticity and canalization are important topics in quantitative genetics and evolution. Both concepts are related to environmental sensitivity. The latter can be modeled using a model with genetically structured environmental variance. This work reports the results of a genetic analysis of adult weight in the snail Helix aspersa. Several models of heterogeneous variance are fitted using a Bayesian, MCMC approach. Exploratory analyses using posterior predictive model checking and model comparisons based on the deviance information criterion favor a model postulating a genetically structured heterogeneous environmental variance. Our analysis provides a strong indication of a positive genetic correlation between additive genetic values affecting the mean and those affecting environmental variation of adult body weight. The possibility of manipulating environmental variance by selection is illustrated numerically using estimates of parameters derived from the snail data set.

Phenotypic plasticity and its counterpart, phenotypic stability, are concepts related to environmental sensitivity and play important roles in mechanisms linked to adaptation and evolution (Falconer and Mackay 1996; Roff 1997). Important questions from a breeding point of view are related to performance of plants or domestic animals under either homogeneous environments (often associated with intensive production systems) or a wide range of environmental conditions. The latter are often low-input production systems. From an evolutionary point of view, one is interested in understanding the processes by which organisms adapt and genetic variation is maintained in complex, temporally or spatially changing environments.

Environmental sensitivity can be defined either as mean phenotypic changes of a given genotype in different environments or as differences in the residual variance of different genotypes in the same environment (Jinks and Pooni 1988). These two definitions give rise to two different genetic statistical models. In the first one, the phenotypic expression of a particular genotype is assumed to depend on the type of environment the individual is exposed to. One typically has specific types of environment in mind, for example, low and high temperature. Then the phenotypic plasticity of a genotype, defined by the relationship between phenotype and the environment, can be described by including a genetic component in a regression model, i.e., using a so-called reaction-norm model (see, e.g., Gavrilets and Scheiner 1993a,b). The second definition of environmental sensitivity gives rise to a model for residual variation. Given the genotype of an individual a certain value of the phenotype is expected. In practice the observed phenotype differs from the expected phenotype and this deviation may be attributed to the sum of influences of all the environmental conditions that the individual has been exposed to from the time of conception. The deviation is then modeled as random residual noise, whose variation may be a function of covariates and of a genetic component. In this model, different genotypes confer a difference in both mean and residual (or environmental) variation.

Several experiments have been conducted to elucidate whether environmental sensitivity is under genetic control. In the context of phenotypic plasticity/stability Waddington (1960), for example, demonstrated that it is possible to select for phenotypic stability toward different temperature environments. Specifically, Waddington (1960) selected for number of eye facets in bar-eyed Drosophila mutants in two rearing environments: 18° and 25°. Unselected individuals reared at 18° had 182% more facets than those reared at 25°. Selection for stability to variations of the environment was performed by splitting each family in two (one part reared at 18°, the other at 25°). The family average differences were used to select the less sensitive animals.
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After five generations of selection the difference in mean number of eye facets in the two environments was reduced to 11%. Another divergent selection experiment in Drosophila involving plasticity of thorax size in two different temperatures (19° and 25°) produced very significant responses in both the upward and the downward direction (Scheiner and Lyman 1991). Empirical results like these require modeling environmental sensitivity at the level of the mean.

We are here concerned with the second interpretation above of environmental sensitivity. In this case a number of models describing genetic control of environmental or residual variance have been studied. Early models assumed that residual variance decreases with the number of heterozygous loci (Lerner 1954; Lewontin 1964; Zhivotovsky and Feldman 1992). An extension postulates that a finite number of loci have pleiotropic effects on the mean and variance (Gavrilets and Hastings 1994; Hill 2002). Recently, San Cristobal-Gaudy et al. (1998) proposed an infinitesimal model with a genetically structured residual variance, thus generalizing the classical infinitesimal model used in quantitative genetics (Fisher 1918). With the exception of recent work by Garreau et al. (2003) and Sorensen and Waagepetersen (2003), there is limited convincing experimental evidence for genetic control of residual variability.

In this article we report results of an analysis of adult weight in a nonlaboratory species, the snail *Helix aspersa*. The objective is to investigate whether the residual variance of adult weight is under genetic control. The data are analyzed with the genetically structured residual variance model proposed by San Cristobal-Gaudy et al. (1998), based on earlier work of Foulley and Quaas (1995). Maximum-likelihood inference for this model is highly intractable. Instead we implement a Bayesian inference using Markov chain Monte Carlo (MCMC) as proposed by Sorensen and Waagepetersen (2003).

**MATERIALS AND METHODS**

The data: *H. aspersa* snails are protandrous hermaphrodites: the males mate, fertilizing each other, and later both turn into females. Under our experimental conditions, ~130 eggs on average are laid by each pair of snails (Bonnet et al. 1990). The definition of sexual maturity was the standard one based on judging whether the peristome (edge of the aperture of the shell) was reflected. A sexually mature snail weighs 10 g on average with an empirical standard deviation of 1.8 g and is 8–20 weeks old.

The data consist of 22,033 adult weights collected over 11 discrete generations, spanning the period from 1991 until 2002. Animals were reared at the experimental unit of INRA-LE Magneraud. The line was maintained with 120 animals chosen from 30 families, with an equal number from each family. Mating among the 120 snails was at random, with the restriction that full-sibs were not allowed to mate. Even though the 120 parents should have been randomly chosen with respect to weight by design, a slight positive trend was detected (not shown), presumably because larger snails are easier to pick than smaller ones. The pedigree file includes 22,454 individuals.

Animals were housed in a room kept at a temperature/relative humidity of 20°/70% during the day and 17°/90% during the night. Feeding was *ad libitum* with a commercial compound feed. Further details about rearing conditions are given in Dupont-Nivet et al. (1997). After eclosion, snails were maintained in boxes of 30 individuals during the growth period and boxes were randomly distributed over shelves. Animals were checked once a week for peristome reflection, and those that were judged to have reached the appropriate weight were placed in a starving box for 3 days before being weighed to the nearest 0.01 g.

**Model with genetically structured variance heterogeneity:** The analysis is based on the model introduced by San Cristobal-Gaudy et al. (1998). It is assumed that conditionally on vectors of location and dispersion parameters, the vector of the n phenotypes (adult weights) y = [y1,...,yn] is Gaussian,

\[ y \sim N(\mu, \Sigma) \]

where \( \Sigma = \begin{bmatrix} \sigma^2_{a} & \rho \sigma_a \sigma_p & \rho \sigma_a \sigma_R \cr \rho \sigma_a \sigma_p & \sigma^2_p & \rho \sigma_p \sigma_R \cr \rho \sigma_a \sigma_R & \rho \sigma_p \sigma_R & \sigma^2_R \end{bmatrix} \)

The vectors \( \mathbf{b} \) and \( \mathbf{b}^* \) contain effects associated with generation (11 levels) and whether each of the two snails laid eggs or not (2 levels) and \( \mathbf{X}, \mathbf{Z}, \) and \( \mathbf{W} \) are known incidence matrices. The genetic effects (\( \mathbf{a}^*, \mathbf{a}^* \)) are assumed to be Gaussian,

\[ \begin{bmatrix} \mathbf{a} \cr \mathbf{a}^* \end{bmatrix} \sim N\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \mathbf{G} \right) \]

where \( \mathbf{A} \) is the additive genetic relationship matrix, \( \sigma^2_{a} \) is the additive genetic variance affecting environmental variance of adult weight, and \( \rho \) is the coefficient of genetic correlation. The vectors \( \mathbf{p} \) and \( \mathbf{p}^* \) contain box effects on body weight and log-variance, respectively, and are assumed to be independent with

\[ \mathbf{p}\sigma^2_{a} \sim N(0, \sigma^2_{a} \mathbf{1}_{n_a}) \quad \text{and} \quad \mathbf{p}^*\sigma^2_{a} \sim N(0, \sigma^2_{a} \mathbf{1}_{n_a}). \]

where \( n_a \) is the number of boxes used in the experiment. This model is labeled model 4. We also fitted three other models of decreasing complexity: model 3 is as model 4 but without \( \mathbf{a}^* \), model 2 is as model 3 but without \( \mathbf{p}^* \), and model 1 is the standard linear mixed model with homogeneous residual variance \( i.e., \) in model 1 the residual variances \( \sigma^2 \) are all equal to \( \exp(b^0) \) for some parameter \( b^0 \).

The phenotypic variance is the variance of the conditional distribution of \( y \), given \( \mathbf{b} \) and \( \mathbf{b}^* \), and the heritability parameter \( h^2 \) is the usual ratio of additive to phenotypic variance. Under model 4, these parameters are

\[ \text{Var}[y|\mathbf{b}, \mathbf{b}^*] = \sigma^2_{a} + \sigma^2_{p} + \exp((\mathbf{X}\mathbf{b}^*) + \sigma^2_p/2 + \sigma^2_R/2) \]

and

\[ h^2 = \frac{\sigma^2_a}{\sigma^2_a + \sigma^2_p + \exp((\mathbf{X}\mathbf{b}^*) + \sigma^2_p/2 + \sigma^2_R/2)}. \]

respectively, where \( (\mathbf{X}\mathbf{b}) \) is the 4th row of \( \mathbf{X}\mathbf{b}^* \). The parameter \( h^2 \) features in the response to selection for the mean of the trait (Sorensen and Waagepetersen 2003). The third central moment is
The conditional distribution of $y_i$ given $b$ and $b^*$ therefore has negative, zero, or positive skewness,
\[
E[(y_i - (Xb)_i)|b, b^*] = 3p_0r_0exp((Xb^*)_i) + \sigma^2_{b_i}/2 + \sigma^2_{b^*_i}/2),
\]
(5)

The variance parameters $\sigma^2_a$, $\sigma^2_p$, and $\sigma^2_{b_i}$ were assigned scaled inverted chi-square distributions and $p$ was assigned a uniform prior bounded between $-1$ and 1.

In our statistical analysis we use the Bayesian approach described in Sorensen and Waagepetersen (2003). A priori $b$ and $b^*$ were assigned normal distributions with zero mean vectors and diagonal matrices with very large diagonal elements. The variance parameters $\sigma^2_a$, $\sigma^2_p$, and $\sigma^2_{b_i}$ were assigned scaled inverted chi-square distributions and $p$ was assigned a uniform prior bounded between $-1$ and 1. Posterior distributions are computed using the MCMC algorithm proposed by Sorensen and Waagepetersen (2003), where further details concerning the model and its implementation can be found. Briefly, the vector $b$ was sampled using a Gibbs update, and the vectors $(a^*, a^{**})$ and $(p^*, p^{**})$ were reparameterized with the intention of reducing their posterior correlation and sampled subsequently using Metropolis-Hastings with Langevin-Hastings proposals. The vector $b^*$ was sampled using Metropolis-Hastings with a Langevin-Hastings proposal as well, and the log-variance components and the correlation coefficient were sampled using Metropolis-Hastings with random-walk proposals.

In the rest of the article, the residual variance, that is, the variance of the conditional distribution of the data, given the parameters and the model, is interpreted and referred to as the environmental variance.

**RESULTS**

Figure 1A shows a histogram of the 22,033 residuals obtained from a least-squares analysis, accounting for generation effects and for egg-laying pattern. The histogram displays a heavy tail to the right, which is indicative of a positive genetic correlation $\rho$ under the San Cristobal-Gaudy et al. (1998) model, cf. (5) and (6).

To give an idea of the effective population size, average inbreeding coefficients per generation are shown in Figure 1B. The average effective size implied by Figure 1 is of $\sim$94 breeding individuals per generation.

**Inferences about chosen parameters based on the four models fitted:** The results reported for each model are obtained from MCMC runs consisting of between 4,000,000 and 12,000,000 iterations. Table 1 shows Monte Carlo estimates of posterior means and Monte Carlo estimates of 95% posterior intervals for chosen parameters based on models 1, 2, 3, and 4. The Monte Carlo estimates of the posterior means of $b^*$ and of $exp(b^*)$ based on model 1 are 0.003 and 1.00, respectively (not shown in Table 1). For models 2–4, the parameters $b^*_{11}$ and $b^*_{11}$ are, respectively, the effects on the log-environmental variance of moving from level 1 to 2 for the egg factor and from level 1 to 11 for the generation factor. The estimates of the posterior means for the various components of variance are fairly stable across models, perhaps with the exception of $\sigma^2_a$ that shows an increase in going from model 1 to 2 and $\sigma^2_p$, that decreases going from model 3 to 4 (the latter is to be expected since model 4 includes an additional variance component $\sigma^2_{b_i}$). To give an idea of the precision of the Monte Carlo computations we show in the final row confidence intervals for the estimated posterior means under model 4, reflecting Monte Carlo noise.

A few interesting observations can be derived from the numbers in Table 1. One is the rather high proportion of additive genetic variation at the level of the mean of the trait. Thus, under model 4 the posterior mean credibility interval of $b^2$ is 0.63 (0.59; 0.68) for generation 11 and level 2 of egg. For generation 1 and level 2 of egg we obtain 0.51 (0.48; 0.55). Under model 1, the numbers are 0.53 (0.46; 0.58). The result under model 1 is in agreement with that in Dupont-Nivet et al. (1997). The other interesting observation pertains to $\rho$ whose posterior mean of 0.81 and rather tight credibility interval disclose a large positive additive ge-
Assessment of models and priors: Graphical evidence in support of model 4 showing a positive association between environmental variation and additive genetic posterior predictive model checking are provided in Figure 2A. The results under the assumptions of model 3 one might check whether the observed values of $T_j - T_j^{\text{rep}}$ exhibit an increasing trend that is indicative of a positive association between environmental variation and additive genetic values affecting mean adult weight, as postulated by the fitted model 4. More details on this approach to posterior predictive model checking are provided in Sorensen and Waagepetersen (2003).

The four models fitted are compared using the deviance information criterion (DIC), recently proposed by Spiegelhalter et al. (2002). Briefly, the DIC is a measure that combines the fit of a model with its complexity, where the latter involves the number of parameters. Smaller values indicate a “better” model. The Monte Carlo estimates of the differences DIC, $-\text{DIC}$, are $-1629$, $-5327$, and $-5692$, respectively, where DIC is the DIC for model $i$, $i = 2, 3, 4$. Spiegelhalter et al. (2002) suggest that differences in DIC $>7$ should be taken as important. Thus, in agreement with the posterior predictive model, checking the comparison based on the DIC favors model 4.

Figure 3 shows the estimated marginal posterior distributions of $\sigma_p^2$, $\sigma_a^2$, $\sigma_s^2$, and $\sigma_e^2$ based on model 4. The solid lines superimposed on each plot of the figure represent the density of the prior $vS\chi_v^{-2}$ scaled inverted chi-square distribution of the parameters, where $v$ and $S$ are degrees of freedom and the scale parameter, respectively, assumed known. For the four histograms of Figure 3A the parameters of the prior distributions are $v = 4$ and $S = 0.45$. This results in a prior mode equal to 0.30. To study the influence of the prior distribution on the inferences, we considered also $S = 0.05$, which gives a prior mode equal to 0.033. The estimated marginal posterior distributions of the same parameters under this prior are shown in Figure 3B. The results under the two different prior assumptions are almost indistin-
Figure 2.—(A) Boxplots for posterior MCMC realizations (under model 3) of averaged squared standardized residuals plotted against index of 10 groups of additive genetic values ordered according to increasing size. (B) Estimated marginal posterior distribution for $\rho$ under model 4.

Assessment of mean-variance relation: As mentioned in Sorensen and Waagepetersen (2003),

$$\exp(a^*) = \exp(a_0^* + \sigma_v^2/a_u + u),$$

where $u = a^* - E[a^*|a]$ is $N(0, \sigma_v^2(1 - \rho^2)A)$ and independent of $a$. Our model thus postulates a linear, stochastic relationship between the mean and the log-variance. It is precisely the presence of the stochastic term $u$ that opens the possibility of changing the environmental variance by selection, without changing the mean. Note that $|\rho| = 1$ (corresponding to $u = 0$) results in a deterministic relationship between mean and variance.

A further criticism of the postulated model could focus on the choice of functional relationship between mean and variance. If the choice of the log function is appropriate then the posterior results and the DIC give strong evidence for the presence of $u/a^*$. However, a wrong choice of functional relationship might induce spurious results where variation in $u$ could occur to compensate for the wrong functional relationship. This is not implied by Figure 2A, which, with the exception of the last interval, shows a fairly steady linear trend.
The plots of posterior realizations of $u$ vs. corresponding posterior realizations of $a$ in Figure 4 give further support for a lack of systematic relation between the values of $u$ and $a$.

**DISCUSSION**

This work provides evidence that environmental variance for adult weight in the snail *H. aspersa* is partly under genetic control, as postulated by model 4. This conclusion is supported, first, by the posterior predictive model-checking study. We constructed discrepancy statistics specifically designed to test for genetically structured variance heterogeneity, and the test was positive (see Figure 2A). Further, the validity of the functional form of the mean-variance relationship postulated by model 4 was checked by plotting posterior realizations of $u$ vs. those of $a$ (see Figure 4). The lack of systematic relation between the values of $u$ and $a$ does not lead to questioning the adequacy of the exponential relationship.

Second, the model comparisons based on the DIC criterion (Spiegelhalter et al. 2002) favored model 4. Third, the posterior distribution of $\sigma_a^2$, and of the genetic correlation are shifted a long way from zero (see Figure 3A and Figure 2B). In particular, Figure 2B must be seen in connection with Figure 3A. Indeed, the posterior analysis indicates that additive genetic values affecting environmental variance are strongly, positively correlated (posterior mean of $\rho = 0.81$, see also Table 1) with those affecting mean adult weight.

According to the inferred model 4, the genetic contri-
Figure 4.—Kernel-smoothed scatter plots of posterior realizations of $\mathbf{u}$ (vector of deviations of realized values of additive genetic effects affecting the variance, from their conditional expectations, given $\mathbf{a}$; see Assessment of mean-variance relation) vs. corresponding posterior realizations of $\mathbf{a}$ (vector of additive genetic values affecting the mean). Both plots are based on independent posterior realizations of $(\mathbf{a}', \mathbf{u}')$.

A referee raised the important point of whether the simple model 1 might be appropriate for log-transformed data since the log-transformation is often used to remove variance heterogeneity. Indeed, one might even consider the whole class of Box-Cox transformations (Box and Cox 1964), which is commonly used for analysis of positive-valued data. The study of the interplay between variance heterogeneity and possibly heavy-tailed sampling distributions is a research project in its own right. We here confine ourselves to considering the results of fitting model 4 to log- and square-root-transformed data for which residuals from least-squares analyses were heavy tailed to the left and close to symmetric, respectively. The posterior distributions provide evidence of genetic variance heterogeneity for both transformed data sets with a positive $\rho$ for the square-root-transformed data and a negative $\rho$ for the log-transformed data. This result can be explained by employing a Taylor series expansion to approximate the variance of the transformed data. Choosing between the different transformations may be viewed as a model selection exercise. According to the DIC, the best fit is obtained using the untransformed data.

The possibility of manipulating environmental variation via selection, conditionally on the inferred parameters of model 4 and the data, can be studied as follows. Consider directional selection of, for example, 240 snails out of the initial 2195 snails available in the data. The maximum possible (negative) response in the environmental variance is obtained when selection is based on the smallest ranking posterior means of the additive genetic values affecting environmental variation (i.e., heavy-tailed sampling distributions). We here confine ourselves to dismissing the results of fitting model 4 to log- and square-root-transformed data for which residuals from least-squares analyses were heavy tailed to the left and close to symmetric, respectively. The posterior distributions disregarding the posterior means of the additive genetic values controlling mean adult weight (i.e., $E[a^*|y]$). The change in $E[a^*|y]$ translates into a reduction of the environmental variance of 43%, with a correlated reduction in the mean adult weight.
of $\sim 13\%$. We may alternatively consider a restricted index $I = a^* + ka$ with $k$ chosen so that $\text{Cov}(a, I) = 0$. Then, upon replacing the unknown quantities with their posterior means, selection based on $I$ should leave mean adult weight approximately unchanged (a more refined criterion of selection would involve using the posterior mean of the index, computed via MCMC). Selection of the 240 snails on this index generates a change in $\mathbb{E}[a^*|y]$ that translates into a reduction in environmental variance of $22\%$. If the same exercise is carried out among the 2376 snails composing the next generation, the corresponding figures are very similar: 44 and 13% for the reduction of environmental variance and mean adult weight vs. a reduction in the former of $22\%$ using the restricted index. Thus, given model 4, it seems possible to act on the environmental variance without changing mean adult weight, despite the high correlation between additive genetic values affecting mean and environmental variation (the empirical correlation between Monte Carlo estimates of $\mathbb{E}[a|y]$ and $\mathbb{E}[a^*|y]$ among the 2195 snails and among the 2376 snails is 0.91). These numbers are indeed encouraging with respect to the prospects for controlling environmental variation by means of selection. However, they do not carry the same strength of evidence as that provided by a well-designed selection experiment. To the best of our knowledge, such an experiment has not been reported; it would be a welcome contribution to the literature on this important topic.
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