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Outline:
1. conditional independence and sparseness

2. unnormalized densities
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Conditional independence

Suppose X, Y, Z are random variables (or vectors). Then we
define X and Y to be conditionally independent given Z if

p(x;y|z) = p(x|2)p(y|2)

The following statements are equivalent:

1. p(x,ylz) = p(x|z)p(y|2)

2. p(x,y,z) = f(x,z)g(y,z) for some functions f and g
3. p(xly,z) = p(x|2)

4. p(ylx,z) = p(ylz)

(p(-) generic notation for (possibly conditional) probability
densities)
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Suppose X ~ N(u, X) with precision matrix Q@ = ¥~ 1.

Then X; and X; conditionally independent given X_; <
Qjj = 0. This follows from decomposition

(x = )" Q(x — p) =

(i — 1) Qi +2 ) (x5 — 1) (xk — 1) Qi +Z x1= 1) (Xke— pi) Qi
K
7 Wi

Note that x; not in last term and Q;; = Q;;i = 0 implies x; not in
first term. Thus we obtain factorization of density of X:

p(x) = f(xi, x_{i )8 (X X_{i jy)

In particular, if Q is sparse, a lot of Xj, X; will be conditionally
independent given the remaining variables.
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Unnormalized density

To specify a probability density it is enough to specify an
unnormalized density h(-):

f(x) x h(x) < f(x) = h(x)/c

where normalizing constant ¢ uniquely determined by:

/f(x)dx:1@/h(x)/cd><:1<:>c:/h(x)dx

For example if X has density proportional to
h(x) = x* Lexp(—bx), a,b>0

we know that X has a Gamma distribution.
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Conditional distribution of X;
By previous slide

1
plxilx-i) oc exp(—7 (xi — pi)? Qi = > (xi — 1) (X — 1) Qi)
ki

Note for a normal distribution Y ~ N(¢, 0?),
1, 1
ply) ccexp(—5—5y" + —5¥¢)

Comparing the two above equations we get
Xi| X_i = x_j ~ N(u -0 ZQIk ), Q7%)
n

Again we see that Q; = Qji = 0 < X; conditionally independent
of X given X_¢; jy.

Looking at bivariate distribution of (Xj, Xj) given X_y; ;; shows
that the conditional (partial) correlation is

Corr[X;, Xj| X_i ] = —Qu/m
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Exercises

1. show the equivalence of 1.-4. on slide 3.

2. verify the factorization on slide 4 and the expression for the
conditional distribution of X; on slide 6.
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